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SELECTION OF THE SET OF ALLOWABLE VALUES OF THE VARIABLE
PARAMETERS OF THE STABILIZER OF A COMPLEX DYNAMIC OBJECT

Abstract. Topicality. One of the most important tasks in the application of computational methods for the parametric
synthesis of controllers of complex dynamic objects is the task of determining the set of permissible values of the variable
parameters of the controller, where the target function is calculated based on the solutions of the mathematical model of the
disturbed motion of the dynamic object with its subsequent minimization. The purpose of the work is to construct the set
of permissible values of variable parameters of the stabilizer of a complex dynamic object when applying the algorithmic
combined method of parametric synthesis of stabilizers of complex dynamic objects, the essence of which is the direct
calculation of the integral quadratic functional on the solutions of a closed dynamic system with subsequent finding of its
global minimum through a sequential combination of two algorithms — the Sobol grid algorithm and the Nelder-Mead
algorithm. Results. With the help of the Sobol grid construction algorithm, the starting point of the computational process
is brought to the node of the Sobol grid, which is located in the small vicinity of the point of the global minimum. At the
second stage of optimization, the found Sobol grid node is selected as the starting point for applying the Nelder-Mead
method, which is implemented by the Optimization Toolbox software product of the MATLAB package or the Minimize
software product of the MATHCAD package and leads the computational process to the point of the global minimum.
Conclusion. The paper proves a theorem according to which the stability region of a closed system of the first
approximation can be taken as such a set, and also gives an example of a solution to the problem of parametric synthesis of
the stabilizer of the car's course stability system during its emergency braking.

Keywords: complex dynamic object; mathematical model of the disturbed motion of a closed dynamic system;
parametric synthesis of the stabilizer; variable parameters.

Introduction

Literary review and problem statement. In the
1960s, American [1,2] and Soviet [3-5] scientists created
the foundations of modern control theory, in particular,
the theory of analytical design of optimal regulators
(ADOR theory). The ADOR theory essentially represents
a method of structural-parametric synthesis of stabilizers
of dynamic systems. In its original form, this theory
considered linear dynamic objects. Later, the ADOR
theory was extended to nonlinear objects [6]. But the
practical application of this theory did not spread widely
for the following reasons:

o firstly, the structure of the optimal regulator,
obtained using the ADOR theory, involves the use of
information about all, without exception, the components
of the state vector of the stabilized object, obtaining
which is associated with significant difficulties, or is
completely impossible;

e secondly, the methods of the ADOR theory are
not designed for the parametric synthesis of stabilizers of
objects containing non-analytical nonlinearities;

o thirdly, the ADOR theory gives only general
recommendations regarding the selection of weighting
coefficients of integral additive quadratic functionals of
quality;

o fourthly, parametric synthesis of digital stabilizers
for complex nonlinear dynamic objects using the ADOR
theory is almost impossible because mathematical models
of closed control systems contain both ordinary differential
equations and difference relations.

The listed features of the ADOR theory restrained
its practical application. Until the beginning of the 90s of
the last century, publications about the use of the ADOR
theory in engineering practice rarely appeared. Examples
of such publications are monographs [7, 8] and articles
[6,9]. In these works, the authors proved that the value of
the integral quadratic functional, which is calculated
based on the solutions of the mathematical model of the
disturbed motion of the closed dynamic system, is equal
to the value of the Lyapunov function of the closed
system at the final moment of the time of control t=1.
At the same time, the optimal values of the variable
parameters of the stabilizer should be chosen under the
condition of reaching the minimum of the Lyapunov
function of the closed system at these values. Thus, the
problem of parametric synthesis of a dynamic system
regulator was reduced to a problem of mathematical
programming, where the Lyapunov function of a closed
dynamic system was used as the objective function. But
this approach did not lead to a fundamental solution the
problem of parametric synthesis of stabilizers of dynamic
systems. The application of the Lyapunov function does
not take into account the influence of non-analytical
nonlinearities of the executive body of the dynamic
system on the processes being stabilized, as well as the
influence on them of the "code-to-analog" and "analog-
to-code" converters of the digital stabilizer. In addition,
the methods of optimization of the Hook-Jives and
Nelder-Mead functions [10], which are used in the
implementation of the search for the minimum of the
Lyapunov function, are unable to find the point of the
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global minimum of the Lyapunov function in the space of
varied parameters of the stabilizer, but only find the point
of the local minimum closest to the starting point of the
computing process.

At the beginning of the 20th century, the authors of
the article [11] proposed the method of the main
coordinates of complex dynamic objects, which are
understood as those components of the state vector of the
object that characterize its dynamic properties to the
greatest extent and are used to form a stabilization
algorithm. On the basis of this method, an algorithmic
combined method of parametric synthesis of stabilizers of
complex dynamic objects was developed, the essence of
which is the direct calculation of the additive integral
quadratic functional on the solutions of a closed dynamic
system, followed by finding its global minimum in the
space of varied stabilizer parameters through a sequential
combination of two algorithms — the Sobol grid algorithm
[13] and the Nelder-Mead algorithm [10]. With the help
of the Sobol grid method, the starting point of the
computational process is brought to the node of the Sobol
grid, which is located in the small vicinity of the point of
the global minimum. At the second stage of optimization,
the found Sobol grid node is selected as the starting point
for applying the Nelder-Mead method, which is
implemented by the Optimization Toolbox software
product of the MATLAB package or the Minimize
software product of the MATHCAD package and leads
the computational process to the point of the global
minimum.

With the help of a combined algorithmic method,
the authors solved the problems of parametric synthesis
of a digital stabilizer of a resilient tank gun [14], a digital
stabilizer of the space stage of a carrier rocket with a
liquid jet engine on the active part of the flight path [15],
as well as a digital stabilizer of the course stability system
of a refueling car [16].

One of the most difficult problems of solving any
optimization problem is the determination of the set of
permissible values of the variable parameters of the
dynamic system. The proposed work considers the
method of choosing such a set while minimizing the
functional, which is calculated on the solutions of a
complex nonlinear dynamic system.

Main material

Selection of the set of permissible values of
variable parameters of the stabilizer of a complex
dynamic object. We will assume that the disturbed
motion of a dynamic object is described by a vector-
matrix differential equation

X(t)=@[X(t)]+B-U(t), (1)
where X (t) is the n-dimensional vector of the state of
the object; U(t) m-dimensional control vector; B -

control matrix nxm; ®[X(t)]- n-dimensional

nonlinear analytic vector function.
The automatic regulator implements a control vector
U (t) in the form

U(t)=w[c(t)]. @)

where ¥[G(t)] is a m-dimensional non-analytic vector
function; G(t) — m -dimensional control vector function,
which is formed by an electronic stabilizer in the form

G(t)=K-X(t), @)

where K is the matrix of variable parameters of the
stabilizer with the size mxn.

The set of vector-matrix differential equation (1)
and vector-matrix ratios (2) and (3) creates a
mathematical model of the disturbed motion of a closed
dynamic system.

In accordance with works [11, 12], the components
of the state vector X(t), which to the greatest extent

characterize the behavior of the control object, will be
called the main coordinates of the stabilization object.
Usually, the measurement of the main coordinates does
not cause difficulties, therefore, when forming the
vector function (3), only the main coordinates of the
object of stabilization are taken into account. At the
same time, the columns of the matrix K corresponding
to the main coordinates of the object are non-zero, and
all other columns are zero. The task of the parametric
synthesis of the stabilizer of a dynamic object is to
determine the non-zero elements of the matrix K such
that the integral quadratic functional reaches a minimum
on the solutions of the mathematical model (1)—(3)

T

1(K)=[(X(t)Qx (t)dt, @

where Q isthe diagon:l Sylvester matrix of size nxn
B2 0 .. 0

o= 0 B2 .. 0 )
6 6 B'f

Some of the diagonal elements of the matrix (5)
are equal to zero, and its non-zero diagonal elements
correspond to the main components of the state vector
X(t).

In accordance with the combined algorithmic
method of parametric synthesis of the stabilizer of a
closed dynamic system, the value of the functional (4) is
directly calculated on the solutions of the closed
dynamic system (1)—(3) with subsequent finding of its
minimum on the set of permissible values G , which is
built in the space of variable parameters of the stabilizer

1(K")= min f(xOQx W), ®)

where K" eG, is the matrix of optimal values of
variable parameters.

To build a computational process of search of the
matrix K, it is necessary to define a set Gk in the space
of variable parameters of the stabilizer. To do this, let's
move from the nonlinear system (1)—(3) to the system of

the first approximation [17]. Instead of the nonlinear
differential equation of the perturbed motion of the
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stabilization object (1), let's go to the linear differential
equation

X(t)=A-X(t)+B-U(t), @)

where the elements of the matrix A are calculated by the

formula
z(a(pi [ t), xz(t>,...,xn<t>]j i) ®

ox; (t)

Through ; [x,(t), %,(t),..., %, (t)] in formula (8), the
elements of the vector function ®[X (t)] are marked, and

the derivatives are calculated at the point of stable
equilibrium of the object, which is determined by the
algebraic equation

®[X (t)]+B-U(t)=0. 9)

The non-analytical vector function (2) takes into
account non-analytical nonlinearities of the executive
bodies of the stabilizer - saturation, insensitivity zone, etc.
If these properties of the executive body are neglected,
formula (2) can be presented in a linear form

U(t)=Gl(t), (10)

and the mathematical model of the closed system of the
first approximation can be written in the form of a linear-
matrix differential equation

X(t)=A-X(t)+B-K-X(t)=(A+B-K)X(t). (12)

The following theorem applies: as a set of allowable
values Gy of the variable parameters of the stabilizer of

the closed nonlinear dynamic system (1)—(3), the region
of stability of the corresponding system of the first
approximation (11) in the space of variable parameters
can be chosen.

The proof of the formulated theorem will be carried
out from the opposite. Let's choose a point K in the set of
variable parameters that belongs to the region of stability of
the system of the first approximation (11). In this point, in
accordance with Lyapunov's theorem on stability to the
first approximation [18], the nonlinear system (1)—(3) is
also stable. Therefore, it is quite likely that the minimum
point of the functional (4) is in the middle of the region of
stability of the system of the first approximation (11).

Now suppose that the minimum point of the
functional (4), calculated on the solutions of the nonlinear
system (1)—(3), is outside the region of stability of the
system of the first approximation (11), that is, the system
of the first approximation is unstable. But then the
corresponding nonlinear system (1)—(3) is unstable and
any point chosen outside the region of stability cannot be
the minimum point of the functional (4) calculated on the
solutions of the nonlinear system (1)—(3). Therefore, the
minimum point of the functional (4) is in the region of
stability of the system of the first approximation (11),
which can be taken as a set G of allowable values of

the variable parameters of the stabilizer of the nonlinear
system (1)—(3). The theorem is proved.

To construct the region of stability of the system of
the first approximation (11), we write down its
characteristic equation

det[A+B-K -E-s]=0, (12)

where s is the complex variable of the Laplace
transform. Using the D -distribution method [19] in the
set of variable parameters of the stabilizer, we will select
aset G¢ and when organizing the computational process

of searching for elements of the matrix of variable

parameters K , we will use the condition
KeGg. (13)

Example. As an example, consider the construction
of the region of stability G, of the closed system of

course stability of the car [16]. Mathematical model of
the disturbed movement of the car is written in the form:

0 (0)= = [2k polt) + 6o

a;(t):—Bz—ﬁbAp(t)—z“rM fon Ot}

AB) =~ ap(t) - - Ap(t) + Xe u ),

y(t)=- ( W (t)
)

where v, (t) — the current speed of the center of mass of

the car; (t) — angle of deviation of the main longitudinal

central axis of inertia of the car relative to the given
direction of movement; y(t) — lateral shift of the center of

mass of the car body relative to the given direction of
movement (Fig. 1); p,(t) — brake fluid pressure in the

main brake cylinder; Ap(t) — brake fluid pressure

difference in the brake lines of the right and left sides of the
car; M — mass of the car; | — the moment of inertia of
the car body relative to its own central vertical axis of
inertia; f, — the car's movement resistance coefficient; G

— weight of the car; 1, — the moment of inertia of the
rocker arm of the electromagnet of the executive body; f,

— coefficient of liquid friction in the axis of rotation of the
rocker arm; ¢, — stiffness coefficient of the fixing spring

of the rocker arm; H, - the distance from surface of
movement of the car to its center of mass; k, — gain

coefficient of the electro-hydraulic amplifier; B — track
width of the car; k, — coefficient of proportionality.

X X ‘V(t)
v (t) \
y
\
< y(t) R
o i Y

Fig. 1. For determination the disturbed car movement
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System (14) is essentially non-linear, since it
contains the multiplication of system state variables in the
right parts of the second and fourth differential equations.
At the same time, in the process of emergency braking

Po(t)= Pomax» the right part of the first equation of
system (14) represents a constant value, and the current
speed of the car changes according to the formula

v (t)=vo-a-t, (15)

where v, is the initial speed at the beginning of the
emergency braking mode; a - acceleration during
braking.

Substitute ratio (15) into system (14). As a result,
we get a mathematical model of disturbed car movement
in the form of a linear non-stationary system

(1) =~ 52 ap() - ZE2 fovg a1

Ap<t)=—{—rAp<t)—‘;—pr<t>+f—Uu(t>;

y(t)=—(vo —a-hu(t)

The main coordinates of the system under
consideration are the angular deviation \u(t), the angular

speed of rotation of the car body w, =\(t) and the

(16)

lateral shift of the center of mass of the body y(t). It is

these coordinates that determine the disturbed movement
of the car body, are measured by the corresponding
sensors and are used in the formation of the control
function

c(t) = kww(t)+ k“-,o)w (t)+ kyy(t) ,

The static characteristic of the executive body of the
car's course stability system is presented in Fig. 2 and can
be written in the form of a non-analytical function

a7

u”signa(t) mpu |oft) <u’;

u(t)={o(t) mpuu” < |G(t) <u”; (18)
u”signof(t) mpu |o(t)>u”.
u(t)
u** /
//
.
0 o(t)

/]

yd -

Fig. 2. Static characteristic of executive body

The system of differential equations (14) and ratios
(17) and (18) will be called the mathematical model of
the disturbed motion of the closed system of course

stability of the car.
If the non-linearities of the static characteristic of
the executive body of the system are neglected due to the

fact that the value of the insensitivity zone u” is small

and the value of saturation u” is large enough, then the
non-analytical function (18) can be replaced by a linear

function
u(t)=ol(t),
or taking into account formula (17)
u(t) =k, w(t)+k,o, )+k,y(t).

The system of linear non-stationary differential
equations (16) and relation (19) will be called the
mathematical model of the closed system of the first
approximation.

Construction of the region of stability of a linear
non-stationary system on the set of its variable
parameters is a rather complex problem. In engineering
practice, the method of "frozen coefficients" [20,21] has
become widespread, according to which several moments
of time t,t,,....t,...t; are selected in the interval [0,1]

(19)

and for each of the moments ts,(s = 1_q) the time-varying
coefficients are "frozen", that is, their values are assumed
to be constant, and for each of the moments ts,(s = 1,q) a

mathematical model of disturbed motion with time-
constant coefficients is built. In other words, instead of a
non-stationary system of the first approximation, q

stationary systems are considered

()= -2 ap(t)- 212 fov, g0
. fo .. C,
Ap(t)= —rAp(t)—rAP(t)Jr (20)

+':_u ke, w(t)+ Ky w(t)+k, y(0)]

(s-1a)

where vy =V, — (s =1, q)
Let's introduce the notation

' 2HpM | By . Cr.
By == Tor dp =77 App =17

3(0)= ~veult)

Then linear stationary systems for each moment
ts,(s =1, q) are written in the form

i5(t) = ~a,pAp(L) - Ve (1)
Ap<> <> AP+
R
J(O)-—vu(ty  (s-La)

We write each system of differential equations
(21) in the normal Cauchy form, for which we introduce
the state vector of the closed system

(21)
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()] [wt) ]
()] |w(t)
X(t)=|x(t) |=| Ap(t)].
X ()| |2n(t)
xs(t)| [ y(t)

In the new variables, each of the systems (21)
takes the form:

% (1) = =2y, VX (1) =3, pXs (1)
X3 (t) =X (t)’ (22)
4 ()= Euky,xl (t)+EukV,x2 (t)-

~appX3 (1) —appXs (t)+Eukyx5 (t);
% (1) = ~vsxq (t); (S:L_Q)~

Each of the systems (22) will be written in vector-

matrix form
KO-Aw) X0 b-Td). @
where the matrix A(v;) is written in the form
[0 1 0 0 0 |
0 -a,Vv -a, 0 0
Alvg)=| 0 0 0 1 0 |.(24)
kik, kuky, —an, —ah,  kuk,
v, 0o 0o 0 0|

The characteristic equations of each of the systems
(22) have the form
(s = ]Tq) ’

det[A(v;)-E -s]=0; (25)
is the complex variable of the Laplace

where s
transform.

Substitution of matrices (24) into characteristic
equations (25) allows to write the latter in the canonical
form:

4

5 + (@, Vs +apy )t +

+(a’ a;

3
yy 8ppVs +a|0p)s +

_ (26)
+(a,/,pkuk,/~,+a’ a v)52+

yy 3ppVs
(s-13)

In Fig. 3 shows the structural and functional scheme
of the closed system of the car's course stability, where
the notations are adopted:

C-—car;

BS - braking system;

B — car body;

SU — sensor unit;

EU — electronic unit.

Analysis of Fig. 3 allows us to conclude that the
electronic unit implements two control circuits,
namely, the internal control circuit for the angle of
deviation y(t) and angular speed o, (t)=\(t), as well

+a,, pkuk,, s—a,, pVskuky =0;

as the external control circuit for the shift of the car's
center of mass y(t).

Fig. 3. Closed system of car course stability

Let's break the outer contour by putting k, =0 in
the characteristic equations (26). As a result, the
characteristic equations (26) take the form (s = 1_q ) :

4

S +(a 2

Vg +app)s +

’

’ 3 ’ ’
A +app)s +(a a

vy = pp @7)

T ’
+(ay,pkuky) +a’, a

- ppvs)s+ay,pkuky, =0.

In the characteristic equations (27), we will make a
replacement s = jo , separate the real and imaginary parts
and set them equal to zero. As a result, to construct the
stability region Gy (v,) for the internal control loop, we
obtain the ratio

2
O ’ ’ 20,
k, =~ avera, —off;  (28)
a\vpk“

T O
8yp Ku

Changing o from zero to infinity, in the area of the
variable parameters (k\wk\i/) for different valuesv, , we

construct regions of stability G (v, ), (s = 1_q) which are
presented in Fig. 4.

kW,V-s
700 T T
— |

600

)

. ok )

200 /
P

100
- Y

0 100 200 300 400 500 600 700 800

0

Fig. 4. Stability regions G}/ (v )
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At the same time, the region G/ represents the

intersection of regions Gy (v, ), (s = 1_q)

GY =GY()NGY (V)N .."GEly,)  (30)

and is the region of allowable values of variable
parameters k,, and k,, in the plane (k\wk\i/)- The values

of the coefficients of the characteristic polynomial (27) in
the example under consideration are equal to:

-2 1. _ -2,
ay,=0,8~10 m-; app—2005 ;

ap, =55 st ky=05-10v1.pa.sL:
a,,=0,34-10"Pat.s72.

The values of the speed of the car were chosen as
follows:

v;=25m-s%; v, =20m-st; vy =15m-st

v, =10m-s; vy =5m-s; vy =0m-s

Analysis of fig. 4 allows us to conclude that the
value of the fixed speed of movement v, has almost no

effect on the region of stability of the closed system of
the first approximation, especially in the region of low
frequencies.

On the constructed set G using the algorithmic

combined method of parametric synthesis of the stabilizer
of a complex dynamic object, we find the values of the

variable parameters ki, € GY; kj G, which deliver
the global minimum of functional

J. [[31 Xl 2X2 )}jt

on the solutions of the closed nonlinear system (14), (17),
(18) under the condition that in relation (17) the variable
parameter k, is equal to zero, and the weighting
coefficients of the functional (31) are chosen according to
the method described in works [22,23].

The values of the coefficients k,, and kg,

(1)

which
deliver the minimum of the functional (31), are
ky, =1989V; k; =349,4V:s.
Let's close the outer circuit of the scheme shown in
fig. 3 and return to the characteristic equation (26),
putting in it k, =k, and k,=k;. We solve the

characteristic equation with respect to the variable
parameter k. :

awpkukws+

(32)

2
+(awp kuk +ay,,appVs )s +

(aa

3 ' ' 4 5
iy pst+app)S +(aw,vs+app)s +S }

In relation (32), we make a replacement s= jo
and separate the real and imaginary parts

1
Reky (CU) =—X

kuVS
k k +a/, a 0® +
vy PD

RAE
(anS +apy )a) }

(33)

e

1
Imky (0)=———-1a Ku k Sw—
T aypkuvs Love (34)

~(ay appVs +app Jo* + af’}.
In Fig. 5 shows the boundaries of the regions of
stability of systems of the first approximation (22) in the

plane of the complex variable parameter k, . The region
Gy is an intersection of regions G} (v ), (s =1_q)
Gy =GL(W)NGL(V,)n.."GlY,),  (35)

each of which is a segment of the real axis, located on its
negative part between the points of intersection of the
latter and constructed using relations (33) and (34) as the
boundary of the stability region.

70

Imk
60 y

50
40

30 \
20 \

10
Z\

0

-10 -1

Reky,V-m

-20
-1200 -1000  -800 -600 -400 -200 0 200

Fig. 5. Stability regions G} (v )

Unlike regions Gy (v;), (s=1,_q), regions G (v,)
are significantly dependent on values v, and increase as
values v, decrease.

Using the algorithmic combined method of the
parametric synthesis of the stabilizer on the set G2 we

choose the point k;eG% that delivers the global

minimum of the functional

1k Kk, )= j 122 )+ B2 (0)+ B2kt . (36)

which calculated on the mathematical model of the closed
dynamic system (14), (17), (18). The value of parameter

ky €GY is ky, =-113,1B-m™*. The set of allowable
values of the variable parameters of the stabilizer G¢ isa
union of the sets Gy and G}

Gk =Gy UG,

each of which is the region of stability of the closed

10
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system of the first approximation in the plane of variable
parameters of the stabilizer.

In Fig. 6 shows the processes of stabilization of the
car body relative to the given direction of movement
during emergency braking at the calculated values of the

X, (1) X, (t) 57 xs(t), m

variable parameters of the stabilizer, which ensure the
minimum of the functional (31) by the internal circuit of
corner stabilization and the minimum of the functional
(36) by the two-circuit system, calculated on the solutions
of the closed system (14), (17), (18).

o.: //\ \ %(t)
RN __/> 7t
M\ N—
W= S
AW
\V

Fig. 6. Stabilization processes of the car body during emergency braking

Conclusions and recommendations

As a result of the research, the conclusions were
drawn and recommendations were offered:

« an effective method of choosing the values of
variable parameters of stabilizers of complex
dynamic objects is the combined algorithmic method
of parametric synthesis, based on the application of
main coordinates, which in the greatest extent
characterize the dynamic properties of the object
being stabilized;

« one of the most difficult tasks when applying the
combined algorithmic method of parametric synthesis of
stabilizers of complex dynamic objects is the task of
determining the set of allowable values of the variable
parameters of the stabilizer, which is used to find the

minimum value of the additive integral quadratic
functional, which is calculated based on the solutions of
the mathematical model of the disturbed motion of the
closed stabilization system;

* it is proved that as a set of allowable values of
variable stabilizer parameters of a complex dynamic
object, the region of stability of a linear closed system
of the first approximation, which is built in the space of
varied stabilizer parameters, can be used,;

+ considered an example of choosing a set of
allowable values of variable parameters of the car's
course stability system, on which the values of the
parameters that ensure the high quality of the
stabilization processes of the car body relative to the
given direction of movement during emergency braking
are selected.
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Buoip MHOKMHM 10NYCTHMHX 3HaYeHb BapilioBaHUX napameTpiB
crabdiizaTopa cKJIaHOT0 TUHAMIYHOTO 00’ €KTa

€. €. Anexcannpos, T. €. Anekcannposa, I. B. Koctanuk, S. FO. Mopryx

AHoTanisi. AkrtyanabHicTb. OJHIEI0 3 HAWBAXIMBIIIUX 3amad IPH 3aCTOCYBaHHI OOYHCIIOBAaJbHUX METOJIB
apaMeTPUYHOT0 CHHTE3y PEryJISATOPIiB CKJIaJHHUX JHHAMIUYHHX 00’€KTIB € 3ajaya BH3HAYCHHS MHOXKMHH JIOIMYCTHMHX 3HA4YeHb
BapifOBaHUX MapaMeTpiB PEryysiTopa, ¢ MPOBOIUTHECS OOYHCICHHS MidbOBOi (PYHKIII Ha PIMICHHIX MaTEeMAaTHYHOI MOJEINi
30ypeHoro pyxy IHHaMidHOro o0’ekTa 3 11 mojanbIlol MiHiMizawico. MeToo po6oTH € moOynoBa MHOXHHH JIOIYCTHMHX
3HAUeHb BapifiOBaHMX MapaMeTpiB cTabiii3aTopa CKIAJHOTO JAWHAMIYHOTO OO0’€KTa MPH 3aCTOCYBaHHI aJrOPUTMIYHOTO
KOMOIHOBaHOTO METOJy MapaMeTPHYHOTrO CHHTEe3y CTabii3aTopiB CKIAJHUX AMHAMIYHHX 00 €KTIB, CYTHICTh SIKOTO MOJISITAE Y
Oe3nocepeJHEOMY OOUYHCIICHHI IHTErpaIbHOTO KBaAPaTHYHOrO (YHKI[iOHANA Ha PIMICHHAX 3aMKHEHOI JMHAMIUHOI CHCTEMH 3
MOJANBIIAM 3HAXODKEHHSAM HOrO TI00ATBHOTO MIHIMyMY MDISXOM IIOCHIZOBHOI KOMOIHAmii JBOX alNTOPHTMIB — alTOPUTMY
nobynosu citku Cobosst i anroputmy Hemmepa-Mina. PesyabTaTn. 3a nomomoroto anroputmy nodymosu citku CoGolst crapToBa
TOYKA OOUHCIIOBAIHHOTO TIPOIIECY NPUBOIUTHCS 10 By3na ciTkn CoOoIst, SKHH 3HAXOMUTHCS B MaJIOMY OKOJIi TOUKH TJI0OAIBHOTO
MiniMmymy. Ha npyromy erami onrumizamii 3HalmeHui By3oi citku Co0omist BHOMpPAETHCS CTapTOBOIO TOYKOIO JUIS 3aCTOCYBaHHS
merony Hempepa-Mina, sikuii peani3yerbesi mporpamauM npoayktom Optimization Toolbox makery MATLAB abo mporpamHiM
npoxyktoM Minimize nakery MATHCAD i BUBOAUTH OOYHCITIOBAIGHUMN MPOIEC B TOYKY IMo0aabHOro MiHiMymy. BucnoBok. B
po0oTi 10BeIeHO TeopeMy, 3TiHO 3 KO0 B SIKOCTi TaKOi MHOXXHMHH MOJXE IPHUUMATHCS 00NacTh CTIHKOCTI 3aMKHEHOI CHCTEMH
HEpLIOro HaONMKeHHsI, a TAKOXK HABEICHO MPUKIIA] PIlICHHs 3aa4i mapaMeTPUYHOr0 CHHTEe3y CTabili3aTopa CHCTEMH KypCOBOT
CTIMKOCTI aBTOMOO1IIS B IIPOIIECi HOTO TEPMIHOBOTO TAIbMYBaHHS.

KawuoBi caoBa: cxiaguuii quHaMidHUE 00’€KT; MaTeMaTHYHAa MOJeNb 30YpEHOro pyXy 3aMKHEHOI JUHAMIYHOI
CHCTeMH; IapaMeTPUIHHI CHHTE3 cTabii3aTopa; BapiioBaHi apamMeTpH.
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METHODOLOGY FOR MODELING THE SPREAD OF RADIOACTIVE
SUBSTANCES IN CASE OF AN EMERGENCY RELEASE
AT ANUCLEAR POWER PLANT

Abstract. The methodology for modeling the propagation of accidental releases of radionuclides from a power unit of a
nuclear power plant has been developed. The calculation method takes into account the most critical factors propagation
cloud - wind direction and speed, the intensity of the release radionuclides change: semi-continuous release, long-term
release, instantaneous release. Diffuse processes and the presence of interference in the form of buildings were also taken
into account. To solve the modeling equation of the aerodynamic model, the velocity potential equation is solved. The use of
this equation instead of the traditional Novier-Stokes equation makes it possible to rationalize the calculation process in terms
of the speed obtaining simulated data. To build a numerical model, a rectangular difference grid is used. The velocity potential
and the quantities values of volumetric activity are determined at the centers of difference cells. The value of the airflow
velocity vector component is determined on the sides of the difference cells. A finite-difference splitting scheme is used for
numerical integration of the equation convective-diffusion transfer radionuclides. A computer code was developed on the
basis of the constructed numerical model, the programming language Fortran was used. The approach used makes it possible
to reduce the time for obtaining one scenario of an accident development. The cloud propagation dynamics determining is
carried out almost in real time. This allows you to quickly respond to changing situations and make adequate decisions.

Keywords: nuclear accident, mathematical model, aerodynamic model, forecasting.

Introduction

Radionuclides releases in the event of an accident at
a power unit of a nuclear power plant (NPP) are an event
of low probability. But according to the results for the
population and the environment, such an event exceeds
all man-made accidents of non-nuclear origin. This is
evidenced by the consequences of the Chernobyl disaster
and the severe accident at the Fukushima Daiichi nuclear
power plant. Despite the high reliability of modern
nuclear power units, the probability of an accident with
releases of radioactive substances cannot, in principle, be
zero. This is especially true of deliberate terrorist acts,
which also cannot be completely ruled out.

The specificity of such modeling is the
impossibility of verifying the modeling results in real and
laboratory conditions. In addition, a forecasting software
tool should provide high efficiency in taking into account
scenarios, so the maximum adequacy of the model must
be ensured in the process of its development. This is
achieved by taking into account all the critical factors
affecting the distribution of emissions.

Efficiency of calculations can be achieved through
the use of the optimal calculation method, which will
ensure the minimum possible expenditure of machine
time. This will make it possible to promptly respond to
changes in the initial data (climatic conditions) and
change the forecast data on the propagation of the
radionuclide cloud.

Analysis of recent research
and publications

Part of the publications and developments of
accidents at nuclear power plants concerns the equipment
reliability and the personnel actions adequacy. Only the

possibility of failures and personnel training to reduce the
probability of an accident are considered in paper [1].

The study [2] is devoted to the formation of the
philosophy of nuclear safety, the requirements for safety
are considered. This only applies to large pressurized
water reactors. All suggestions are about accident
prevention.

A risk-based approach to the prevention of an
accident at a nuclear power plant is considered and
improved in paper [3]. Attention is also paid to the
decision-making procedure in a stressful situation. But
the development of the accident is not considered.

The study [4] predicts the territory contamination
and the injury of people in the event of an accident. But
the model is based on historical weather data in Finland,
which limits its application in other climatic zones and
terrain features.

The paper [5] concerns a floating nuclear power
plant. Therefore, the main way to reduce the
consequences of the accident is to rotate the station
platform. But the CFD computational method is very
efficient.

The dynamics of pollution of the area around the
Fokushima station for seven years was predicted in the
study [6]. That is, radionuclides that have fallen on the
surface of the earth are considered.

The problem of fuel removal at the Fukushima
station is studied in paper [7, 8], which is important, but
does not predict the occurrence of possible emergency
situations.

To date, the existing methodologies for predicting
the development of accidents with emissions of harmful
substances are based on the solution of the Novier-Stokes
equation, which requires the use of small cells the
computational grid and increases the calculation time.
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Therefore, it is advisable to break down the modeling
methodology that allows calculations to be made within
ten to twenty seconds.

This will allow us to quickly assess the situation and
make adequate decisions to protect the population and the
environment.

Problem statement. The purpose of the study is to
develop a methodology for modeling the spread of
radioactive substances in an emergency at a nuclear
power plant.

The main task of the study is to determine an error-
acceptable and convenient in the software
implementation of the calculation apparatus for the
operational assessment of the radiation situation.

Presentation of the main material

The forecasting of the radiological situation at the
industrial site of a nuclear power plant in the event of an
emergency release of radionuclides from one power unit
is considered.

Prediction of the radiological situation is carried out
on the basis of the developed CFD model.

The task of assessing the level of radiological air
pollution on the territory of the nuclear power plant in the
area where the power units is set.

To assess the level of radioactive air pollution in the
event of an accidental radioactive release Q [Ki] at a
nuclear power plant, the following equation for the
distribution of radioactive emissions in the atmospheric
airisused u, v, w:

oC ouC ovC O(w—wg)C

==

ot x| oy
oC

0 0
:&(ﬂx &)'F@(ﬂy

+2 Qi ()S(x—x; )5(y—yi)5(z - ),

i=1

AC =

oC 0 oC
E) +§(/Jz 5)4' (1)

where C is the volumetric activity value, Ki/m?;
u, v,ware the components of the wind speed

vector in the projection on the x, y, z coordinate axes,
respectively, m/s;

W - is the rate of deposition of radioactive particles
in the atmosphere;

A= 0,693/Tl/2 , 1,

Ty~ half life time, years;

X;, Y,, , - cartesian coordinates of the i-th source of

radioactive emission at the a nuclear power plant, m;
t-time,s;

Hxs Hy, Hyz -
coefficients, m?/s;
5(xi,yi,zi) - the Dirac delta function, with the

atmospheric turbulent diffusion

help of which the location of an accidental radioactive
release at a nuclear power plant is specified in the model.
The intensity of the emission of radionuclides is
equal Q.
This model takes into account the change in the rate
of release radionuclides over time.

To carry out the simulation, it is necessary to set the
dependence

Q(x,vi,zi)=f(t),

i.e. set how the intensity of the release of radionuclides
changes over time.

With this approach, within the framework of the
modeling equation (1), it is possible to simulate different
types of emergency release: semi-continuous release,
long-term release, instantaneous release.

Boundary conditions for the modeling equation (1)
are next:

- at the boundary of the wind flow entry into the
study area:

= C|entrance a
is the known background concentration of radioactive
contamination in the atmosphere (accepted for pilot
calculations C = 0);

- at the boundary of the wind flow exit from the
study area:

oc _
on
where n is the unit vector of the outer normal to the

boundary.
Initial condition

C|t:0 =0 or c|t:0 =Cy,

0 ’

where Co— the background concentration of
radionuclides is known.
The wind speed profile as well as atmospheric

diffusion coefficients are calculated:

EREA
1 7))
7 m
:k —_— y
H; 1(21J

Hy = Hy = Ko,

where p=0,15; m=1; ki=0,2; z:=1 m; ko=0,1; u; - wind
speed at height z;=1m.

The wind speed and direction are input parameters
for the task and set as the data of meteorological
observations.

Since the process of spreading radionuclides within
the industrial site is being considered, the influence of
buildings (power units) on the formation radioactive
contamination areas should be taken into account.

That is, it is necessary to solve the aerodynamics
task - to calculate the field of air flow velocity on an
industrial site in the building conditions. To solve this
task, a potential motion model is used.

In this case, the model equation of aerodynamics
has the form:

2 2 2
g+g+g:o, )
ox= oy® oz

where P - speed potential.
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Boundary conditions for the modeling equation (2):

1. Z—P =0 on impenetrable borders.
n

2. Z—P =0 on the upper border.
n

3. Z—P:u(z) at the boundary where the flow
n

flows into the computational domain, (u(z) is the air flow
velocity, which changes with height).

4. P=const 4. P=const at the boundary of the flow
exit from the computational domain.

The projections of the airflow speed vector on the
axes of the Cartesian coordinate system are defined as
follows:

oP
u=—:;
OX
V= @; (3)
oy
oP
wW=—,
oz

Thus, in order to analyze the formation of
radioactive contamination zones in the atmosphere on the
territory of an industrial site during an accidental
emission at a power unit, it is necessary to solve the
boundary value task (2) and calculate the components of
the airflow speed on the industrial site based on
dependencies (3). Further, using the data of the airflow
speed field, calculate equation (1) and obtain the
distribution of volumetric activity on the industrial site
for a certain time after the start of the accidental emission
of radionuclides on the territory of the NPP.

To solve the boundary value task (1), (2) in the
conditions of a complex form the computational domain,
which is an industrial site with buildings of power units,
finite difference methods of numerical integration are
used.

The solution of models’ equations (1) and (2) is
carried out by numerical means. To build a numerical
model, a rectangular difference grid is used. The speed
potential and the volumetric activity value are
determined at the centers of the difference cells. The
values of the components the airflow speed vector are
determined on the sides of the difference cells.

The Liebman method is used for the numerical
integration of equation (2). According to this method, the
finite-difference approximation of the Laplace equation
(2) has the form:

Rasjk —2R,jk +B1jk .\

AX?
B jak —2R jk + R, j-1k
+ 5 +
Ay
Pii1—2P (4P )
n 1 j,k+1 |,12,k 1,j,k-1 ~0.
Az

The value of the speed potential P i,j,k at the centers
of the difference cells is determined from this
dependence:

Riyjk —Rsjk R jak — R jak .

AX? Ay?
+P|,j,k+1_P|,j,k—l
Az? ]
Rjk="= : ,
N 4

where A= iz+iz+i2 .
AX® Ay Az
The components of the airflow speed vector are

calculated on the sides of the difference cells based on
the following dependencies:

Rk —R-1jk
AX
R.ik R j-1k

Ty T
_Rik—Rjka
Az '
The following splitting is carried out for the
numerical solution of the mass transfer equation (1):
oC auC ovC owC
—t—t—+—=
ot ox oy oz

Uijk = Vijk =

0, (4)

x_
ot

21 2] 21, )2, ) ©)
_ax yxax ay,uyay e /Uzaz )
© oy QWS x)3(y-y)3(z-7). ©)

A variable-triangular splitting scheme is used for
the numerical integration of the convective equation (4):
- first rock splitting

k=n+£:
4
k
Ciijk —Ciljk
—
At (7

14k +~k +~k\_ A
+§(LXC rLicksLic )_o,

- second splitting step

1
;C=N+=:
4

k:n+1

k c
Ciijk —Cijk .

At (8)
Lii=ck 1=k 1=ck)_ -
+o(Lek et s e <o
- third splitting step
k:n+§; c:n+1:
4 2

calculation of concentration based on dependence (8);
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- fourth splitting step

3

K=n+1 c=n+—:
4

calculation of concentration based on dependence (7);
Dependencies (7), (8) use the following notation for
difference operators:
v'C
oy
+o oMl o onil
- Vi jerk S, ik Vi kb, Lk
Ay '

+~Nn+1 _
Lych =

el

5
- - n+1 - n+l
ou™C  Uing,jkCivtjk —Ui,jkCijk

L—C n+1 —
X ox AX '

_ Uyl
u - —_—
2

Determination of the value of volumetric activity on
the basis of dependences (7), (8) is carried out according
to an explicit formula.

For the numerical integration of the diffusion
equation (5), the total approximation scheme is used. The
various equations in this case are:

- at the first splitting step:

1
n+5 n
Ci,j,k —Cijk

At

1 1
n+= n+=

2 2
—Ci,jk +Cig,

=

AX?

e ©)

- at the second splitting step:

n+1 n+%
Ciiik =Cijk
At
n+l n+l |
_ i+1,j,k ~ i, j .k +
- ;uX AXZ
: (10)
n+1 n+1
i, j+Lk i, jk
Yy
n+1 n+l
i,j.k+1 70,k
+ /uZ AZZ

Determining the value of volumetric activity on the
basis of dependencies (9), (10) is also carried out
according to an explicit formula.

The Euler method is used for the numerical
integration of equation (6).

On the basis of the constructed numerical model, a
computer code has been developed, the programming
language is FORTRAN.

This will make it possible to simulate the spread of
a radioactive cloud almost in real time and quickly
respond to the dynamics of the situation.

Conclusions

1. The developed methodology for modeling the
spread of release products at the power unit of a nuclear
power plant takes into account the critical factors
affecting the spread of radionuclides, wind speed and
direction, the impact of buildings on the territory, that is,
the task of aerodynamics is solved.

Based on the data, the volumetric activity at the
industrial site is obtained for a certain time after the
accidental release of radionuclides.

2. The application of the speed potential
calculation allows optimizing a rectangular difference
grid, which reduces the time for calculating various
scenarios for the development of an accident with the
release of radionuclides.

In this case, for the numerical integration of the
conventional equation, a variable-triangular splitting
scheme is used.

The determination of the volumetric activity is
carried out by an explicit formula, and for the numerical
integration of the diffusion equation, the total
approximation scheme is used.
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MeToa0.10risi MOJETIOBAHHS MOLIMPEHHS PATiOAKTHBHUX PEYOBHH
Y BUNIA/IKY aBapiiHOr0 BUKUAY HA aATOMHIl eJ1eKTpocTaHIil

JI. O. Jlepuenko, M. M. binses, B. B. Binsesa, H. M. Aymesa, O. M. Tuxenko

AHoTanisi. Po3po6ieHO METOMOJIOTII0 MO/ICTIOBaHHS MOLIMPEHHS aBapiiHUX BUKHIIB PaiOHYKIiZiB eHeproodIoka
aTOMHOI eNeKTpocTaHIii. Po3paxyHKoBHI amapar BpaXxoBy€ HAHOiNbII KPUTHYHI YNHHUKHU MOLIMPEHHS XMapH - HANPSAMOK i
HIBUAKICTB BITPY, 3MiHY IHTEHCHUBHOCTI BUKHY PaJdiOHYKIi/{iB: HalliBHEIIEPEPBHUI BUKH, TPUBAJIUN BUKUI, MUTT €BUIl BUKUI.
Takox BpaxoBaHi MuQy3iifHI TpolecH i HasBHICTh MEPEIIKOA Y BUIIIsLALI OyaiBenb. s pilleHHS MOJIENIOIYOr0 PiBHSIHHS
aepONUHAMIYHOI MOJENi pO3B’SA3ye€ThCA PIBHAHHA MOTECHIIANly MIBHAKOCTI. 3aCTOCYBaHHS IIOTO pIBHSHHS 3aMICTh
TpaauuiiHoro piBHsHHA Hog'e CToKca 103BOJISIE pallioHANI3yBaTH NPOLEC PO3PAXYHKIB 3 TOYKU 30py LIBUAKOCTI OTPHMaHHS
MOJIeTbOBAaHUX JaHuX. J1s moOynoBH YHCENbHOI MOJENi BHKOPHUCTOBYETHCS NPSIMOKYTHa pi3HHUIEBa ciTka. IToTeHmian
IIBUAKOCTI Ta 3HAUEHHS BEIUYMH 00 €MHOT aKTUBHOCTI BU3HAYAETHCS Y LIEHTPAaX Pi3HUIEBUX KOMIPOK. 3HaUEHHS KOMIIOHEHT
BEKTOPA LIBHIKOCTI MOBITPSIHOTO TOTOKY BHM3HAYAETHCS HAa CTOPOHAX PI3HHUIIEBHUX KOMipoK. [yl 4MCENbHOTO iHTErpyBaHHs
PIBHSIHHSI KOHBEKTHBHO- AH(Y31HHOTO NepeHOCy paJiOHYKIIII/iB BUKOPHUCTOBYETHCS KiHIIEBO- Pi3HHUIIEBA CXeMa PO3LICTIIICHHS
. Ha 6a3i moOynoBaHOi unceabHOT Moeli po3po0iieHO KOMIT'IOTepHHUI KOJ, MOBa mporpaMmyBanHs — Fortran. 3acrocoBanuit
MiJIX1J JO3BOJISE€ CKOPOTUTH Yac OTPUMAaHHS OJHOTO CIIEHApil0 PO3BUTKY aBapii. BU3Ha4YeHHS MMHAMIKM MOLIMPEHHS XMapu
3MIHCHIOETBCS. IPAKTHYHO Y PEXHMI peanbHOro dacy. Lle mo3Boisie omepaTHBHO pearyBaTH Ha 3MiHy CHUTyamlii ¥ mpuiMartn
aJIcKBaTHI PIilICHHS.

KarwouoBi cioBa: saepHa aBapist; MaTeMaTH4Ha MOJIEIb; aepOJMHAMIYHA MOJIEIb; IPOrHO3YBaHH!.
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ACCELERATION OF BOOLEAN GENE REGULATORY NETWORKS ANALYSIS
USING FPGA

Abstract. Gene expression does not occur arbitrarily and spontaneously, it obeys certain patterns that can be expressed
as a connected graph or network. The disclosure of these patterns requires a large amount of experimental research and
accumulation of necessary statistical information. Then this information is subjected to mathematical processing, which
involves significant computing resources and takes a lot of time. Boolean networks are often used as the basis for building
mathematical models in those calculations. Recently, models based on Boolean networks have increasingly grown in size
and complexity causing increased demands on traditional software solutions and computing tools. Field-programmable gate
arrays (FPGAs) are a powerful and reconfigurable platform for implementing efficient and high-performance computing.
The use of FPGA will significantly speed up the process of calculating sequential chains of gene states, both through the
use of hardware acceleration in the calculation of logical dependencies, and through the implementation of an array of
parallel computing cores, each of which can perform its own individual task. Another solution that can significantly
simplify the work of researchers of gene regulation networks is the creation of a universal computing architecture that will
allow dynamic reconfiguration of its internal structure when the task or logical dependencies for the current Boolean
network change. Such a solution will relieve the researcher of the need to perform the entire set of actions for the
technological preparation of a new FPGA configuration, from making changes to the HDL code that describes the network
to uploading the updated configuration to the hardware accelerator. The article discusses how to use FPGA for the
implementation and modeling of arbitrary Boolean networks, describes the concept of a universal reconfigurable
architecture of a logical dependency calculating core for an arbitrary Boolean network and proposes a practical

implementation of such a calculating core for modeling gene regulation networks.

Keywords:
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Introduction

Boolean models are widely used in modern
research to model the behavior of the complexity of
dynamical systems. A Boolean model is a structure that
consists of simple nodes interconnected. Each node is a
simple object that can be in one of two states — active or
inactive. It is convenient to encode such an object in
Boolean terms of states — an active state (1) and an
inactive state (0). A change in the state of a node occurs
under the influence of the input states of neighboring
nodes according to certain rules. It is convenient to
represent such rules as a Boolean function of several
arguments. The result of evaluating the value of such a
function will be a value that is the new state of the node.
Thus, the model of some dynamical system can be a
combination of very simple objects with a small number
of possible states and transitions between states that are
simple from the point of view of the computational
requirements of transformation. Another advantage of
Boolean models is the ease of scaling the model of a
dynamic system. Adding new nodes to expand the
system model is not a time-consuming process. Studies
of the behavior of Boolean networks for system
modeling have shown that such networks are
characterized by certain features. Long-term monitoring
of the states of the simulated system demonstrates that
the system eventually reaches stable states or generates
attractors. An attractor is a stable cyclic state, when a set
of identical states is repeated for a fixed number of

steps. Moreover, if there is some trajectory of states in
the observed cycle of states, then this trajectory cannot
leave this cycle of states, see, for example, [1-3]. The
search for attractors is the main task in modeling a
complex dynamic system. This task can be
computationally difficult. In addition, when the system
is expanded, the configuration and behavior of attractors
can completely change. Also, in the most general case,
the duration of the transition state leading to the
attractor can be long [4]. It should also be noted that the
dynamic system model built using the Boolean system
is stochastic. Therefore, the simulation process must be
run several times to get the average dynamic behavior
of the system. Thus, the total simulation time can be
significant.

It can be concluded that the use of Boolean models
is a convenient tool for modeling complex dynamic
systems, since the model of such a system based on a
Boolean network is a simple combination of
functionally simple nodes with an elementary set of
states. The disadvantages of using Boolean models
include a significant increase in the computational
complexity of the model with an increase in the size of
the model, the non-triviality of the search for the key
characteristics of the model, which include attractors
inherent in the model and static states.

One of the approaches in the study of complex
diseases is now the analysis of behavior in gene
regulatory networks (GNR). In the literature, there are
studies based on data sources for models of such
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diseases as models of T-cell leukemia of large granular
lymphocytes [5], prostate cancer [6], signaling pathways
involved in cancer [6, 7], colon cancer [8], Fanconi's
anemia and breast cancer [9]. Genes are quite simple
chemical and biological objects in terms of a set of
states that interact with each other, thus forming the
genotype of an organism. Boolean models [10] are a
possible alternative approach to the study of GRN and
are used in the systems biology community [11-16].
Boolean network models can help build a qualitative
description of the GRN. The concentrations or activities
of chemicals can be represented using a finite set of
discrete values. When constructing a Boolean GNR
model, synchronous and asynchronous schemes for
updating cell states can be applied. The synchronous
circuit is simpler and more understandable. Time in
such a scheme is discrete and the state of all cells of the
model is updated at the same time for all elements of the
model. A Boolean network with a synchronous circuit is
easier to build and easier to model. But a model with a
synchronous scheme is unlikely to be adequate to a real
biological object with its inherent variety of states. An
asynchronous scheme for updating model states seems
to be more adequate. The asynchronous scheme [17]
takes into account that the update of states occurs at
arbitrary times and this is due to the different reaction
rates of biological systems. In [18], it is proposed to
distinguish between various asynchronous state update
schemes such as deterministic asynchronous, stochastic
asynchronous, random asynchronous, etc.

Thus, it makes sense to consider models of
dynamic biological systems using Boolean networks
with asynchronous state updates. The paper describes
general approaches and methods for generating such
models, as well as the possibilities of practical hardware
implementation of such models.

Related Works

The simplest simulation systems are synchronous
simulators. These include those that perform
simulations in this way and include simulators such as
BooleanNet [19] and BoolNet [20]. If modeled using
asynchronous system state updates, then the system
analysis time will be very significant precisely because
of the difficulty of adequately implementing such
parallelism. However, these systems are used for GNR
analysis and there are a number of problems that can be
solved with their help. This is a feature of the digital
approach to modeling. The disadvantage of synchronous
modeling is the complete inconsistency of the complex
biological system being modeled. Processes in a
biological system are performed simultaneously, which
is difficult to implement digitally.

An interesting modeling technique is the use of
decision diagrams. For example, the method of binary
decision diagrams (BDD). In this method, for the system
model to represent the model, its decomposition is
performed and rigid links between its components are
established [28]. The simulation systems geneFALtt [26]
and boolSim/genYsis [27] are another variant of the
decision diagram, which is called ROBDD — reduced
ordered binary decision diagrams. This method is

convenient for representing complex logical functions
and uses a directed acyclic graph to represent the model.
Binary decision methods are symbolic and do not go
through the entire state space. How often does the
network analysis modeling process with TEMporal-
LOGic specifications (Antelope) use model validation
tools, a set of methods for automatically checking the
properties of discrete systems, as well as for analyzing
and constructing Boolean GRNs [29]. Model validators
can prove properties of an infinite number of paths. Also,
they can handle new, unexpected properties. It is noted
that the main disadvantage of such methods is the
impossibility of estimating the amount of memory
required to complete the simulation, therefore, such
methods require significant computing power. When
using symbolic methods, attractors become available only
at the very end of the simulation, while the computing
power, in particular memory, may not be enough and the
simulation process will end without results.

The use of FPGAs for building models seems
promising. It has already been mentioned above that one
of the main requirements for modeling tools is the
possibility of parallel processing of the state space. This
is a consequence of using the asynchronous state-space
change model. There are a fairly large number of works
in which the authors use FPGAs and achieve significant
results in terms of the adequacy of the computational
model, as well as acceptable simulation time. In [30],
[31], [32], the calculation of scale-free GRNs was
proposed; the search for attractors was accelerated by
the use of FPGAs. Also, in some works [33], [34],
variants of the Gillespie stochastic simulation algorithm
on FPGAs are implemented. The above sources
demonstrate the ability to use FPGA technology to
simulate variants of the Gillespie algorithm, achieving
performance up to 20 times faster than a competing
general-purpose CPU.

Methods of hardware implementation

With an increase in the number of genes in the
studied gene regulatory networks, the performance of
the selected software and hardware tools becomes an
important factor. When the dimension reaches dozens of
genes, the search for attractors by successive
enumeration of all possible transitions between different
combinations of gene states can take weeks and even
months of continuous operation of software tools, even
if very productive computing resources are used. In this
case, it is obvious that there is a desire to speed up the
calculation of chains of possible gene states as much as
possible, as well as to parallelize the calculation
processes for different states. A freely configurable
hardware architecture such as an FPGA is great for this.
The FPGA structure just allows you to implement any
number of arbitrary rather complex logical
dependencies, has sufficient resources to store state
values, and can be configured in such a way as to
implement a large number of parallel computing cores.
The number of simultaneously working computing
cores can be limited only by the complexity of the
simulated Boolean network and the available resources
of the selected FPGA chip [37].
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Consider a simplified example of a Boolean gene
regulation network that includes four genes
{G1,G2,G3,G4}, to clearly demonstrate the basic
principles proposed in this article. The Boolean network
is defined by the following system of logical equations,
which allow, based on the current state of the genes, to
calculate their next state:

G1* =G4
G2* = G2
G3* = (1 G1|G3) 1)
Ga*=((1G1&!G4)|(1G2& ! G1)]

(G2 & 1 G4) | (G2 & G4))

To the left of the equal sign, new values of the
gene states are formed, they are indicated with an
asterisk symbol. At the next iteration of calculations,
these values will be used in the expressions to the right
of the equal sign. Logical operations are performed on
the current values of the gene states: by the symbol ! the
logical inversion is denoted, by symbols & and | the
logical operations AND and OR, respectively, are
indicated. The implementation of the presented system
of logical equations is shown in Fig. 1.

0 G1*
0 G2*
Glo
G2 O »—l >O— o G3*
G3 O
G4 O
E AND
J OR |0 G4*
E g AND
E AND
AND
a
G1 O— ———0 G1*
G2 O 0 G2*
G3 O G3*
G4 O —0 G4*
LuT
el
24—
LuT
M
b

Fig. 1. Implementation of Boolean network using logic
elements (a) or FPGA Look-Up Tables (b)

In general, the scheme for calculating the states of
the Boolean network genes must be sequential, since the
obtained set of values of the gene states must be
iteratively used to obtain the next set, then the next, and
so on. To do this, a multi-bit memory element (register)

is introduced into the circuit, which remembers the
intermediate state of all genes and allows you to pass
through the entire chain of successive states and,
ultimately, detect the looping of the chain and trap states
— attractors [38]. A circuit that can be easily
implemented in FPGA hardware is shown in Fig. 2.

n Current State

To attrator
search
scheme

n n n
LOGIC REG

Initial n

State

New
State

Current
State

Fig. 2. Proposed structure of the FPGA-based Boolean
network sequencer

In fact, any Boolean network represents a finite
state machine. Each state vector represents the current
state values of all genes according to Boolean functions
in a network, while the transition condition may be
represented as a block of logic to compute the next
state.

Such a block of logic may be implemented as a
raw fixed logic (non-flexible way) or as a configurable
block, that can compute the state for any set of logic
functions. The second option will be slightly inferior in
performance and consume more resources than the first
but gives an opportunity to quickly prepare for
modeling any Boolean network topology without the
need to perform laborious and time-consuming steps of
technological synthesis and preparation of a new
configuration for the FPGA chip. Thus, it is more useful
in the case of usage of software tools for research or
network structure experiments.

configuration
fixed ¢
n L=

>
D)

>3 n

- |

n ' ) n

]

oY

LOGIC LOGIC

Fig. 3. Configurable logic element

One of the options to implement the next state
selection logic is to use memory. In such cases, the
input of the block is the binary value for the current
state. The output is the value for the next state. Thus, to
implement a transition table for a one 16-gene Boolean
network function requires 64Kb of memory. While 32-
gene function requires significantly more memory —
over 4GB. 64KB of memory may be allocated even in
FPGA memory blocks, but a bigger gene count requires
a bunch of dedicated DRAM chips to follow such
schema.

For implementation on the FPGA, the resulting
multi-output combinational circuit is described using the
selected HDL language, after which the operations of
synthesis, Place and Route, and generation of a
bitstream configuration file are performed. At the same
time, such an approach is not as flexible as desired and
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requires regeneration of HDL design for each individual
network topology if errors were found and corrected,
and if the original model was refined or it is necessary
to perform simulation run with a change in the behavior
of a particular gene. This includes HDL code
corrections, complete design synthesis, and fitting for
certain FPGA chips before topology simulation and/or
attractors search.

Obviously, software tools to perform automatic
code generation, synthesis and other required steps may
be implemented. In any case that doesn't eliminate the
time-consuming  operations of FPGA  design
compilation and load of generated binary to the device.
Such an approach can take significantly more time than
the simulation itself.

Mostly, simulation of gene reduction problems is
limited to some predefined set of parameters, like
maximum attractor length and number of genes in a
network. For such a parameter subset, it is possible to
create a single user-configurable component that can be
configured to simulate an arbitrary Boolean network
with characteristics that do not exceed some constraints.
Such a component can be configured using a special
code that is created using application software, without
the need to make changes to the HDL code of the
project and perform all stages of synthesis,
technological preparation of the project and
reconfiguring FPGA resources.

At the same time, state calculation logic might be
implemented with a configurable block which includes
some amount of dedicated logic elements with

configurable connections between them. Such a
structure can be seen in Fig. 3. This approach gives
significantly lower memory consumption but uses logic
elements of the FPGA.

Principles of reconfiguration

The primary objective of the proposed hardware
accelerator is to search for closed-loop structures in the
chain of consequent gene states. The researcher might
need to change several transition functions in a Boolean
network repeatedly to conclude how such a structure
works and what properties it has. Taking this into
consideration, we need to provide a reliable way to use
the proposed accelerator in such conditions.

The proposed hardware structure is based on the
principle that any Boolean function can be implemented
as a Disjunctive Normal Form - a logical sum of logical
products (the so-called SOP form of representing a
logical expression) that includes input variables or their
inverses. Another principle is the use of multi-output
implicants. This principle can be used only when the
implemented logical equations depend on the same set
of input variables, which is the case in our case when
constructing logical dependencies for Boolean
networks. The multi-output implicants of a Boolean
function are a reduced set of logical products of the
input variables, which are sufficient to implement each
logical expression.

The block diagram of the proposed solution for the
implementation of the configurable logic element is
shown in Fig. 4.

configuration load interface

h 4
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configuration load interface
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s 82
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programmable interconnect 2 ——0 G*,,
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Fig. 4. Configurable logic of proposed hardware accelerator

The circuit contains a matrix of programmable
interconnect 1, which ensures the formation of the
necessary implicant products p; using a set of m-input
AND logic elements, as well as a matrix of
programmable interconnect 2, in which the supply of
the required products to the s-input OR logic elements
is controlled, which provide implementation of logical
dependencies of the required Boolean network and the
formation of new values of gene variables.

Both matrices include special selector elements, the
operation of which is determined by a special code that is
fed to their configuration interface. The interfaces of all
configurable elements are combined in such a way as to
simultaneously configure their operation when a serial bit
stream is fed to the common configuration interface of
the logical dependency implementation module.

The configuration sequence is formed on the
researcher's personal computer using special application
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software. Then, the way this sequence is loaded may
differ depending on the chosen hardware platform and
the way the system interacts with the user. Examples of
system organization at the top level of its presentation
are shown in Fig. 5.

CPU < PC
USB
FPGA é
Memory- g USB-UART
mapped P g
Configuration b s
Registers UART
I/O Interface < FPGA
a b

Fig. 5. Configuration interface with memory mapped
device (a) and external interface converter (b)

It is widely adopted in the biological community to
use SBML files to share gene models and write R
language scripts to perform research. From a
programmer perspective, each SBML file is an XML-
formatted entity that contains a genes list and a
collection of Boolean algebra equations — transition
functions.

The proposed software should allow the
processing of such models, load equations from the file
and use them. At the same time, a user should have the
possibility to express equations as a program and
perform a research task with it (attractors search,
topology optimization etc.).

The proposed hardware structure should receive a
configuration, a sequence of bytes, that represent mux
switches configurations and other interconnect option
switches states. From the algorithmic perspective, it is
convenient to use one of the normal Boolean forms
(conjunctive or disjunctive) to generate configuration
bytes. There is not much difference in which form to
use. We use a Disjunctive Normal Form (DNF) for
proposed structures and hardware.

Moreover, users might use non-optimal gene
transition functions.

This leads to a waste of hardware resources and
performance loss. It is unlikely that a lot of biologists
have deep Boolean algebra knowledge. While
optimization and conversion to a normal form are well
studied in the literature [35] it is appearing a quite hard
and annoying task for most researchers. Certainly,
making a calculation each time after an equation change
is not convenient and time-wasting. Thus, configuration
software should verify the equation, optimize it if
possible and convert it to DNF.

As a result, one can conclude general steps to
perform research of the Boolean network structure
presented on Fig. 6.

At the moment, we adopted Python usage. It is
more convenient to implement SBML parser and

accelerator configuration builder. In addition, there is a
SymPy [36] package that allows to work with Boolean
symbol arithmetic, minimize Boolean logic functions
and convert them to DNF.

Update Gene
Boolean
Functions

Build CNF/DNF
Form

Parse SMBL

Minimize
Boolean
Functions

Actor

Build Hardware
Configuration

Execute
Hardware Task

Fig. 6. Boolean function network research process

The hardware structure of the proposed accelerator
requires configuration data built in an appropriate
format.

For a basic network we should perform the
following steps to build a configuration:

1. Load SBML file to obtain involved genes list
and transition functions.

2. Translate gene names to indexed form.

3. Convert transition functions to a product of
sums form.

4.  Minimize Boolean functions.

5. Split transition functions to sums and
products.

6.  Build binary configuration data and store it to
the FPGA device.

Ultimately, the configuration must be a multi-bit
binary vector in which the configuration sequences for
each interconnect matrix for all logical blocks of the
hardware accelerator are concatenated. To ensure the
delivery of the configuration to the device via the
selected interface (this can be, for example, the UART
interface that is widely used and used in digital
technology, or rather, its implementation over the USB
computer interface, special high-speed interfaces can
also be used, such as PCI, or network interface, such as
Ethernet) you need to add special headers to the
common packet indicating the target nodes for which
the transferred configuration is intended, as well as a
checksum field to check the integrity of the
configuration before applying it to the target logical
block.

An example of the configuration package structure
is shown in Fig. 7.

LD CONF | LEN BLK BLK BLK

TYPE 1 N | CONF1 | CONF2 CONF N CRC
LD CONF | LEN BLK BLK BLK CRC
TYPE 2 N | CONF1 [ CONF2 CONF N

Fig. 7. Configuration package structure
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Results

In this paper, we propose a flexible method of
implementation of a hardware accelerator device,
capable to speedup boolean gene regulatory networks
simulation and analysis.

Results of FPGA resources consumption are
presented in Table 1.

Table 1 — FPGA Resources Consumption

FPGA Resources
Implementation
P Registers | Memory LUTs
blocks
Raw logic 32 0 25120
Complete
solution 512 65K*16 37680

For the raw logic approach, time to get execution
results consists of FPGA design synthesis, binary load
time and execution time. In contrast, our approach time
consists only of binary load time, configuration time
and execution time. By configuration time we assume a
lightweight “compilation” of mux enable and neg logic
enable switches states.

Results of FPGA performance comparison are
presented in Table 2.

Table 2 — Performance estimation

. Execution .
Implementation performance Startup time
Raw logic 1clk per state ~7 min
Complete 1clk per mux state <10 sec
solution

Our results show that proposed tools enable
simulation of Boolean network models with increased
performance and flexibility. While other solutions focus
on execution performance, we also consider
startup/compilation/synthesis  time.  Thus, overall
performance has increased.

As a future research direction, we see a study of
different Boolean gene reduction models to find the
most relevant next state selection structure in terms of
performance/flexibility.

Conclusions

The article considers the possibility of using FPGA
to study the processes of gene co-expression, presented
as a model based on a Boolean network. It is difficult to
overestimate the importance of this solution: the study
of co-expression for various cases in the world of
biology and medicine will allow researchers to better
understand the course of biological processes in living
cells, which, in turn, can help in the search for
treatments for serious diseases, various types of cancer,

etc. From one side proposed approach is simple and
suitable for building simulation structures but
informative enough and able to get relevant results.

Approaches used for Boolean network simulation
are analyzed. One of the main problems for most
approaches is relatively long time for gene Boolean
network re-simulation if some changes are needed after
previous simulation.

Most existing simulation software systems require
processes that include several steps such as updating the
model, transforming and simplification of Boolean
functions, applying changes to selected simulation
software systems etc. In this article an approach is
proposed that could reduce total modelling time
significantly. The idea is to implement a generic
infrastructure that could be quickly reconfigured for
particular gene network instance. The promising idea is
using FPGA to implement computation unit. It could be
implemented with external CPU based or computation-
specific hardware, however, there are some published
works that proposed the use of FPGA-based solutions
for simulation. As it was said before Boolean network
of any genes amount could be represented by set of
CNF/DNF simplified Boolean functions. It could be
mapped easily to FPGA structure because of hardware
array of logic gates which FPGA consists of. We
proposed FPGA-based generic structure that could be
quickly reconfigured using general purpose 1/O
interface (UART as an example). Specifics of this
hardware unit were analyzed. It provides general
functionalities of Boolean network element such as:
deterministic state set, state transitions according to
implemented Boolean functions, connection to attractor
search engine.

The configurable part of computing unit is able to
implement any set of n CNF/DNF Boolean functions
that describe gene Boolean network to be studied. Also,
an auxiliary part that provides configuring properties
was added. Proposed implementation uses Boolean
functions converted to DNF. Computing unit includes
set of AND/OR logic gates according to number of
genes that can be simulated. Configuring subsystem
builds internal interconnections for AND/OR gate
inputs according to loaded configuration bitstream that
will provide desired logic function set for simulation.

Also, possible approach for configuration structure
is described that allows to configure FPGA device used
for simulation. Configuration bitstream could be
prepared using general purpose PC or another suitable
computing device using high-level language like
Python.

Configuration data is presented as binary sequence
and could be uploaded to FPGA using standard interface
like UART.

FPGA resources utilization and reduce of
simulation time were estimated if proposed solution is
used for gene Boolean network simulation.
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IIpuckopenHs aHai3y O0yJeBUX Mepex peryJsiuii resis 3a nonomororo FPGA
O. I'. Bacunpuenkos, [I. B. Campnikos, /1. I'. Kapaman

Anortaunisi. Excrnpecis rTeHiB He BimOyBaeThCs JOBIIBHO Ta CIOHTAaHHO, BOHA MiAMOPSAIKOBYEThCS TEBHUM
3aKOHOMIPHOCTSM, SKi MO’KHA BHUPA3UTH Yy BHTJISAL 3B’S3aHOTO Tpady 4m Mepexi. PO3KpHUTTS X 3aKOHOMIpHOCTEH BHUMarae
BEJIUKOTO 00CATY eKCIIEpIMEHTAIBHUX JOCIIIKEHD 1 HAKOIMMYeHHST HeoOXiqHo1 craTucTiyHO1 iHdopmaii. [TotiM 115 iHdopMmartis
MiATA€TBCST MaTEMaTHYIHI 00poOIIi, sika 3aiTy4dae 3HAUHI 00YHCITIOBANIBHI pecypcH Ta 3aiimae Garato dacy. Bynesi Mepexi gyacto
BUKOPHCTOBYIOTHCS SIK OCHOBA ISl TOOYZIOBH MaTeMaTHYHUX MOJIENel Y [UX po3paxyHkax. OCTaHHIM 4acoM MO, 3aCHOBaHi
Ha OyJIeBHX Mepexax, Jefali OiIblie 3poCcTaroTh Y PO3MIpi Ta CKNIAJHOCTI, BUKIMKAIOYH MiABUIEHI BUMOTH 1O TPaJHLiiHNX
NpPOrpaMHHMX PillleHb i 00UNCIIOBaNBEHUX iHCTpyMeHTIB. [IporpamoBani BenTribHi Matpuii (FPGA) — 1ie motysxHa miatdopma 3
MOXKJIMBICTIO pekoH(irypauii 1 3abe3neyeHHs epeKTHBHUX i BUCOKOMPOIYKTHBHUX oOuncieHb. Bukopucranus FPGA moxe
3HAYHO NPHCKOPHUTH TPOIEC OOYMCICHHS IOCITIJOBHOIO JIAHIIOTa CTAaHIB TeHIiB, SK 3a PaXyHOK BHKOPHCTAHHS alapaTHOTO
MIPUCKOPEHHS TPH OOYUCIICHHI JIOTIYHUX 3aJIS)KHOCTEH, TaK 1 32 paXyHOK peaii3alii MacHBY IMapajeldbHUX OOYMCIIOBAIBHUX
sJep, KOJKHE 3 SKUX MOKE BUKOHYBATH CBOIO BJIACHE iHMBIJyallbHE 3aBIaHHs. [HIIMM PillICHHSM, K€ MOXE iCTOTHO CIIPOCTHUTH
poOOTy MOCHITHUKIB MEpEeX peryislil T'eHiB, € CTBOPEHHsS YHIBEPCAIbHOI OOYHCITIOBAIBLHOI apXiTEKTYPH, SIKa JO3BOIISE
JIMHAMIYHO PEKOH(IrypyBaTH CBOIO BHYTPIIIHIO CTPYKTYpPY HpH 3MiHI 3aBAaHHS a00 JOTIYHHX 3aJISKHOCTEH Ui MOTOYHOL
OyneBoi Mepexi. Take pilieHHs M030aBUTH JOCHIAHMKA BiJl HEOOXIAHOCTI BHKOHYBATH BECh KOMIUIEKC Iiif 3 TEXHOJOTIYHOI
ninroroBku HoBoi kKoHirypauii ITJIIC, Big BHeceHHs 3MiH 1o koxy HDL, mio ommcye mepexy, 10 3aBaHTa)XEHHS OHOBJICHOT
KOH(QIrypamii B amapaTHHH TNpUCKOpIOBadY. Y CTaTTi OOTOBOPIOEThCS, sIK BUKOpuctoByBaTH FPGA mns peamizanii Ta
MOJICIIOBAHHS JOBUIBHUX OYJIEBHX MEPEK, OMUCYETHCST KOHLETILS yHIBEpCAIbHOT apXiTeKTypH SApa, 110 PeKOHDITypyeThCs, s
OOYMCIICHHS JIOTIYHHMX 3aJeKHOCTeHl JOBiNIbHOT OyineBOi Mepeki Ta MPONOHYETHCS MpakTHYHA peanisallis TaKoro
00YHCITIOBAIBHOTO s1/Ipa IS MOJICIIOBaHHS T'€HHOI peryJIsiii Mepeski.

Kaw4oBi cmoBa: Mepexa peryisimil reHiB; MOJCIIOBaHHS OiOJIOTIYHUX CHUCTEM; MPOTrpaMOBaHi JIOTIUHI iHTerpaibHi
CXEMH; apXITEeKTypH alapaTHOro MPUCKOPEHH:; OyiieBa MOJIENb MEPEKi; CHCTEMH 004UCIIOBaIBHOT Oiosiorii; 6ioiHpopmaTHKa.
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EXCEL-OPIEHTOBAHI ITPOIIEJYPU BUBHAYEHHS EHTPOII ® YHKIIII
PO3MOALTY TA I BLITHOCHOI TAPAMETPUYHOI YYTJUBOCTI
(EJIACTUYHOCTI) B YMOBAX JJBOCTOPOHHIX OBMEXEHb HA
OBJIACTb 3HAYEHb HEIIEPEPBHOI BUIIA IKOBOI BEJIMUUHHU

Anoranis. Mera podoru. Po3podka EXCEL-0opieHTOBaHOTO KaJIBKyJISITOpa ISl OOYHCIICHHS eHTpoIil Ta ii enacTHaHOCTI utst QyHKmiit
po3noniny 3a yMOBH 0OMeXeHOi 00nacTi BU3HAYCHHS HenepepBHOI BuNaakoBoi Bennunnu. [Ipeamer pocmimkenns. OyHKUil MiTBHOCTI
WMOBIPHOCTI Ta X EHTpOIIl 32 YMOBU JIBOCTOPOHHIX OOMEXEHb Ha 00J1acTh BU3HAYEHHS MOXKIMBUX 3HAYCHb BUIIAJKOBUX BeandnH. Me-
TOAH JOCTiTKeHHs. AITOPUTMIYHUN Ta YHCENBHUN aHAIII3 MPOIEAyp OTPHMAHHS YHCEIbHHUX 3HaYeHb SHTPOMil (QYHKIIH MiIBHOCTI He-
MepepBHUX BHUIIAJKOBHX BEJIUYHH 32 YMOBH ABOOIYHHX 0OMEKeHb Ha 00acTh ii BuzHaueHHs. OTpuMani pe3yabTaTu. B po6oti 3anpomo-
noBano EXCEL-opieHTOBaHMiA KAJIbKYJIATOP /I OOYHCIICHHS €HTPOMIi Ta ii elnacTHYHOCTI At GYHKI[IH PO3MOALTY 32 YMOBH OOMEKEHOT
o0bJiacTi BU3HAYEHHS HEIIePEPBHOI BUIIAIKOBOI BeMMUMHY. Bei BukopucTaHi B poboti GyHKIiT po3no iy po3moiieHi Ha TpH kaTeropii 3a-
JIGXKHO B TOTO, B SIKHI (hopMi MOIaHA SHTPOTIIs Ta 1i exacTU4HicTh. Jlo mepioi kateropii BKIFOYCHO GYHKIIT pO3MOIiLy, IS SIKUX SHT-
porist Ta ii eTacTHYHICT MOXKYTh OyTH BH3HAYEHI B aHATITHUHIH Gopmi. [lo Apyrol KaTeropii BKIHOYEHO HYHKIIT PO3MOILTY, A SIKUX CH-
Tporisi Moxe OyTH BH3Ha4YeHa B aHAITHYHIN dopMi, a 1 enacTHaHicTs — B TabmiuHil. J[o TpeThoi KaTeropii BKIIOUEHO (YHKIIT po3moi-
Ty, IUISL SIKAX €HTPOIIisE Ta 1i eaCTUYHICTh MOXKYTh OyTH BU3HAYEeHI B TaOIHUHIN Gopmi.

KawuyoBi ciaoBa: enrporis; GpyHKIIT HIIBHOCTI HMOBIPHOCTI, JBOCTOPOHHI OOMEXEHHS Ha 00JIaCTh 3HAUYCHb BHIIAJIKOBUX BEIIMYHH;
BIZIHOCHA ITapaMEeTPUYHa Yy TIHUBICTH (€IaCTHYHICTb); MPOrPaMOBaHi KaJbKy/IATOPH; CHTPOIIHHII aHai3.

Ha3WBaIOTh MPUBEICHOI0 a00 AU(EpeHIiaTbHOI EHT-
pomiero IllenHona. Moro BIacTHBOCTI JETaTbHO PO3TI-
nsgHyTi B po6oTi [1]. IlimpHiCTE ypi3aHOi HA iHTEpBai
(a,b ) BunagkoBoi BemuuuHn X 3 QYHKIIO POMOALTY

Beryn

HenepepBHa BuIaakoBa Benm4yrHa X, ska Mae QpyH-
Kiiro posnofiny F(X) i minehicts posmominy f(X) moxke
OyTH BU3HAYCHA HA OJHIN 3 TPHOX MOMIIMBUX OOJacTei

F(X) B[2] Bu3HauyeHa Tak:
Bu3HaueHHs: R1 — 00yacTh MOKIMBHMX 3HAYEHL 3a7aHa

Ha BCiil YUCIOBIi oci, TOOTO X € (—00,+00) , HAIPUKIIA], 0, SIKITIO x<a,
HOpMaJIbHUH po3noair; R2 — o0macTh MOXKIMBUX 3Ha- f(x

P P ne T oY frap) (X) = _ T e a<x<b, (@
4eHb 3aJaHa Ha JOofaTHii miBoci, To6T0 X €[0,+0), , F(b)-F(a)
HATPUKJIAJ, EKCIOHEHIliabHui po3moaui; R3 — 06- 0, SAKIIO X >b.

JIACTh MOKIJIMBHUX 3HAuY€Hb 3aj7jaHa Ha OOMEKEHOMY iH-
Mexi iHTEpBaIiB ypi3aHHS 00yMOBIEHI (Pi3HaHIM

3MICTOM 3ajadi, HalpHKIaJ, BEIWYHHOIO IPOITyCKHOI
CIIPOMOYKHOCTI KaHaiy 3B'si3ky. B maniit poGoTi Oyze
posrisiHyTO ocobmmBocti mooynosu EXCEL-opierToBa-
HHX MPOLEYp BU3HAYCHHS €HTPOIIT (GYHKIIIH, MOXKIHUBI

TepBaJli 4HCIOBOi oci, ToOTO X e[a,b], HAIIPUKIIA],

PIBHOMIpHHI pO3MOJILII.
VY Ttomy Bumanky, komu R3c Rl a6o R3c R2
PO3MO/ILTH MOXIMBHX 3HAYEHD BHITAIKOBOI BETHIUHH X

HA3UBAIOTh YPi3aHUMHU.
AmnaJi3 girepatypu. OyHKIIOHAN, IO Ma€ BUTIISL;

3HAYCHHS SKUX 337aHi 00mactio R3, To0TO X po3mozinu
MOJKHa BBaXaTH ypi3aHUMU.
BukopucroByroun crisBinHomeHns (1, 2) Bu3Ha-

h(—o0,00) = - I f(x)In f (X)dx (nim) (1) 9MMO eHTPOIIi0 BUMAAKOBOI BEITMYHHH, SKa 3a/[aHa ypi-
“» 3aHUM PO3MOJIIOM, Y TAKOMY BHTJISI]IL:
0, AKWO x<a,
b
H [a,b] = —J f(x) . f(x) dx, sxwo a<x<b, 3)
,FO)-F(@) F(b)-F(a)
0, SKUO x>b.

B [3] oTpumanwmii 3arayibHUE PO3B’SI30K 3aadi BU-
3HAUEHHSA EHTpPOMii HemepepBHOI BHUIAIKOBOI BEITHMIMHU
IIpY TOBUTBHUX BapiaHTax ii ypi3zanHsa. HeoOximgmi cmis-
BiJTHOIIICHHSI HaBeJleHO B Tabm. 1.V 1iif ke poOoTi HaBe-
JIEHO PO3B’SA30K 1€l 33/1a4i y BUMAJAKy YPi3aHOTO IOKa3-
HHUKOBOTO po3mnoziiy. Lleit po3s’s30k nmokazaHo y Tadi. 2.

BusHaueHHs1 eHTpOMIi IS 1HIIMX BUIIB PO3IOALLY
HMOBIPHOCTI 3 JIBOCTOPOHHIMH OOMEXEHHSIMH Ha 00-
JIACTh 3HAY€Hb OTPUMAaHO B [4].

Jlis KI1acu9HOTO OeTa-po3MoaiTy i3 MIUTBHICTIO!
() =T(r+2)/(TOT(A))-x* 7 1-x)",
n>0, A>0, 0<x<1],

nudepeHmniagbHy eHTPOIII0 (€HTPOIIiI0) BU3HAYAIOTH SIK

(4)

B(r,1) exp(77 +A- 2)‘1’(77 +A)

h=In :
exp [(ﬂ, —1)‘{’(/1)} -exp [(77 —1)\P(U)]
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Tabnuya 1 — Andepenuiaabna entponis Illennona 1/ HenmepepBHOI BUNAAKOBOI BeTHYHHH

3 JOBLIbHUM yPi3aHUM PO3NOALIOM

O0JacTh BU3HAYEHHA MOKJIMBHX 3HAYEHb
HellepepBHOI BUNAKOBOI BeJIMUHMHI X

Judepennianbna enrponis IlllenHoHna HenepepBHOI BUNIAKOBOY

BEJHYHMHH, IKa MA€ ypi3aHuii po3noais

—o<a<bh<+o

b
H[a,b]=~(F(b) - F (@)™ f (x)In f ()dx+ In(F (b) - F(a))
a

O<x<a H[O,a]zf[F(a)]fle(x)lnf(x)dx+InF(a)
0
a< X<+ H[a+o)=—(1- F(a))flifO f(x)In f(x)dx+In(1-F(a))

a

Tabnuya 2 — Andepenuiaabaa enrpomrisi Illennona st BUNaaKoBoi BeTHYHHHM 3 YPi3aHUM MOKA3HHKOBUM PO3MOALIOM

O0JacTh BU3HAYEHHA MOKJINMBHX 3HAYEHb
BeJIMUMHE X

Judepennianbua enrponisi lllenHoHa 1151 BUNIAKOBOI BeJTUYUHHA

3 ypi3aHMM MOKA3HUKOBHUM PO3MOIiJIOM

e (ha+1)-e (Wb +1)

—o<a<b<+4o H[a,b]= +InEe™® ey _Inx,
[ ] e~ _gb
-k
O<x<a H[O,a]:WHn(l—e‘“)—lnx

1-e2

e

a< X<+ In=

A

Jlyis y3arajibHEHOTO OeTa-po3MoIiTy i3 MIUIbHICTIO:

1 T+ _(x—aj’l_lx

f(x)= —

“b-a I(n)I(A)

(6)

_x YL
x(b Xj , >0, 1>0, a<x<b,
b-a
EHTPOITII0 BU3HAYAIOTH 3a CIT1iBBITHOIICHHSM:
(b—a)B(n7, A)exp(n+A-2)¥(n+2)

exp[(A-1)¥(4)] -exp[(7-1)¥(n)] .

st posnioziny CiMIicoHa i3 MIiIBHICTIO:

h=In

()

a—|x
f(x) =
a2

, -a<x<a, (8)

EHTPOIIII0 BU3HAYAIOTH 32 CITiBBITHOIICHHSM:
h =In(ave). 9)

st ypizaHOTO HOPMAJIBHOTO PO3NOALLY i3 3 (yH-
Kuiero posnoaiay @ (X;m,o) Tta wminsHicTIO @(X;M, o)
3a ymoBu, mo Xe€[a,b], enrpomito BusHauaroTh 3a

CIIIBBIHOIIIEHHSIM:

h=|n(ZO'\/271')+

[a—m (a—mj b—m (b—mﬂ 1 (0)
Q@ - Q +-,
o o o o 2

e Z=(I)(b_mj—cb(a_mj.
o o

Oco0OnuBOCTI OTPUMaHHS YHUCEIBHUX 3HaYeHb
cnemjanbHUX (QYHKINM, a came: ramma-QyHkiii I'(x),

(11)

6era-dynkuii B(x, y), miramma-byukmii WP(x), byskmii
HOPMAJIBHOTO po3nofiny @ (x; m, ¢), MiIbLHOCTI HOpMAa-
JpHOTO po3monainy ¢(x; M, o), byHKil Ainorapudmy
Liz(x) neranpHO Oye po3ristHyTO Jali.

Po3risiHeMO ABOXHAapaMeTpUUHy IMUIBHICTH PO3-
MOJIiNy BUMAaAKOBOI Benuuunau X Burisay f(X; 2, 7).

Hexait mys mapaMeTpiB IITBHOCTI pO3NOIITY A 1 7
BIZIOMIi CITiBBIIHOIICHHS BUTJISY:

A= U]_(m,G);
n= U2 (m1 O'),

Je M — MaTeMaTu4He CHOAIBaHHS, ¢ — CTaHJApTHE Bij-
XUJICHHSI BUMAJKOBOI BEIUYUHM X, [0 MAa€ HIUIbHICTH
posmoiny f(x; 4, 7).

Jts HaWOLTPII TOMIMPEHUX BHIIB PO3MOIUTY IIi
CHIBBIHOIIICHHS MPHUBEACHI B [2, 4]. Y TOMy BUMAIKy,
KOJIM 3aMICTh MapaMeTpiB po3nojiny A i 17 BHKOpHC-

(12)

TOBYIOTB iX OMIHKKH A 1 7], sIKi OTpUMaHi 32 HACIiIKAMH

eKCIIEpUMEHTY, 3aMicTh criBBigHomeHHs (12) cmix Bu-
KOPHCTOBYBATH CIIiBBiIHOIICHHS BUTIIAY:

i = Wl(i! S), (13)
E

W2 (71 S),

Jne X — cepelqHe 3HAYeHHsS, S — CepeIHbOKBAJApPATUUHE
BIIXWJICHHSI BUTIQJKOBOI BenwunHU X. JI7s oTpuMaHHS

OLIHOK A 1 7] BHKOPHCTOBYIOTbH, SIK IPABHIJIO, METOJ

MOMEHTIB a00 MeTOJ MakCHMyMYy IPaBIOIOIiOHOCTI.
Jis HafiOLIPII TONIMPEHHUX BUIIB PO3IOALTY Ii CIiB-
BiJTHOIIICHHS TIPUBEJICHO B [5].

[incransiroun Bupasu (12) no ¢yskuionany (1)
OTPUMAEMO CITiBBIIHOIICHHS IJIsl BU3HAYCHHS SHTPOIIi1
y BUTIAA (YHKIIT BiJ mapamMeTpiB 3aKOHY PO3MOIITY
BHITAIKOBOI BeTMIUHA X:
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hp =
__J. f(x;u (m, o),up (M, o)) x dy—
- 2 xIn £ (xuy(m, 0),up(m, 0)) B

=g(m,o).

[incraBnsroun (13) B (1) oTpMaeMo criBBiIHO-
LIEHHs U] BU3HAUCHHS EHTpomii y BHUIILimi (yHKUIL,
apryMeHTaMH sIKoi OyJyTh OCHOBHI CTaTHCTHYHI Xapak-
TEPUCTUKU OTPHMaHOi BHOIpKH: ii cepenHe 3HAUYCHHS 1
CcepeqHbOKBaZpaTHIHE BinXwiIeHHS. SIK Bimomo, Iii xa-
PaKTepUCTHKH iCHYIOTH Uil Oynmb-sikoi BUOIpKM Hesa-
JISKHO BiJ 3aKOHY PO3IOILUTY T€HEpaIbHOI CYKYIHOCTI
JaHuX. 3BiACH,

(14)

hy =

__‘]3 f(x;w (X, 8), Wy (X, S)) x = (15)
- JxIn (6 f (6w (X, 8), W5 (X,5)) B

=q(X,s).

Cuisigrorrennst (13), (14) m03BOIAIOTE IOCII-
JDKYBaTH 3aJIKHICTh BEIMYUHU SHTPOIIi BiJ mapamer-
piB BHOpaHUX po3MOAiNiB abo (YHKLIN BN HHUX mapa-
MeTpiB. 30kpema, B [4] BU3HAYCHI 3aJICKHOCTI BEJIUYH-
HU HTpOII BiA aucnepcii Ui JAesSKUX TUIIB PO3IOJIi-
niB. BukopucroBytoun [5] Ta criBimnommenns (14) i
(15), mms BU3HAYEHHS BiAHOCHOI MApPaMETPUYHOI UyT-
JIMBOCTI (€aCTUYHOCTI) HTPOIIi 10 KOXHOMY 3 apry-
MEHTIB OTPHUMAEMO CITiBBIIHOIICHHS

0 m
Em (hp) =—g(mo)———;
62 g(ma,o—) (16)
Es(hp) = gg(m,g)m
0 X
Ex(hs) =—a(X,s) ———;
abo %X q();'S) (17)
Es(hs) = gQ(X:S)m-

CuisigHotrenns (14), (16) ciijg BUKOpHCTOBYBa-
TH Ha eTall NPOEKTYBaHHS TEXHIYHOI CHCTEMH, CIIiB-
Bignomenus (15), (17) — Ha eranax ii BUnpoOyBaHb Ta
excrutyararfii. Y [8] HaBemeHO CIIBBITHOIICHHS IS
OTPUMAaHHS YHCeNbHUX aHanoris (16), (17) ansa yHKmii
BisHOCHOT uyTITHBOCTI Ey(X).

i criBBiAHOMICHHS TOKa3aHO B Ta0. 3.

Tabnuys 3 — CniBBiAHOIIEHHS IJIs BU3HAYEHHSI BiITHOCHOT
YYTJIUBOCTI (€JIACTHYHOCTI)

YMoBHe
Enacrnu- Po3paxynkoBe
MO3HAYEeHHSI . Lo
HicTh cniBBiIHOIIEHHS
¢opmyan
- Xo — X
®(3.1) |BingcotkoBa (yzylj/(“]
Y1 X
2(yo — 2(Xg — X
®(3.2) Cepennsi ( (y2 h))}/[( (X 1))]}
Ayrosa Yit+y2 XL+ X2
. X
®(3.3) |lorapud In{W] / In[2]
MidHa Vi X

VY [8] BimMiueHO, IO MPW MaauX BiJHOCHUX 3Mi-
Hax I crocobu obuncnenHs Bennduan Ey(X) mano Bin-
PI3HAIOTHCS MK c00010. BifbIlll TOKIAIHE JOCHTIHKEHHS
o06JacTi 3aCTOCYBaHHS KOXHOI 3 ()OPMYJT BUXOJHUTH 32
paMKH JaHOTO TOBiIOMIIEHHA. B KanbkymsiTopi nepen-
0ayeHO BMKOPHUCTaHHS KOXXHOI 3 ¢opmyn 3 Tabn. 3. B
JlaHiit poboTi 3actocoBana Gopmyia D(3.3).

TakuM 9uHOM, y CydYacHil HayKOBiH IiTeparypi,
Ha IyMKy aBTOpIiB JaHOTO TOBiJOMJICHHS, METOIH 00-
YHCJICHHS €HTPOIIii Ta i eacCTUYHOCTI 32 YMOBH 0OMe-
KeHol 007acTi BH3HAYCHHS HENEpPEpBHOI BUMAIKOBOL
BEJIMYUH BHCBITJIICHI HEAOCTATHBRO i MOTPEOYIOTH IMOa-
JBLIMX JOCIIIKEHB.

Meta podoru. Pospooka EXCEL-opientoBanoro
KaJIBKYJIATOpa Uil OOYMCIICHHS SHTPOIIl Ta 11 elacThud-
HOCTI Juist QYHKIIH pO3NOALTy 32 YMOBH OOMEXEHOI 00-
JacTi BU3HAYEHHS HEIIePEPBHOT BUITaAKOBOT BETMYHUHH.

IMpenmer pociaimkenns. @DyHkuii MWIIBHOCTI
WMOBIPHOCTI Ta iX EHTpOIMii 3a YMOBH JIBOCTOPOHHIX
oOMe)keHb Ha 00JIaCTh BU3HAYCHHS MOJXKJIBHUX 3HAYCHD
BHITIAIKOBUX BEITHYHUH.

Metoau nocaigkeHHsl. AITOPUTMIYHUHN Ta dwHCe-
THHUN aHali3 TMpOIenyp OTPUMAaHHS YHCENBFHUX 3HAa-
YeHb EHTPOIIii (GYHKIIN MITHHOCTI HENMEPEpPBHUX BHIIA-
JIKOBHX BCJIMYMH 32 YMOBU JBOOIYHMX OOMEXKCHb Ha
obJacTh 11 BU3HAYECHHSI.

OTtpumani pe3yibTaTu

Ob6uyucnenns 3acobamu cucmemu EXCEL 3nauens
cneyianbHux QYHKYilu, eukopucmauux 6 pobomi. Jns
PO3B’sI3aHHS TIOCTABJICHHUX 33]ad BUHUKIJIA HEOOXIIHICTD
BHU3HAYCHHS 3HAYEHb JESIKHUX CIELiaNbHUX (QYHKIIH, a
came: ramma-dyskii I'(x), 6era-pyukuii B(x, y), xira-
mma-dyrkiii W(x), GyHKIii HOPMaTbHOTO PO3MOALTY
®d(x; M, 0), WITBHOCTI HOPMAIBLHOTO PO3MOILTY
@(X; m,...). OcobmuBOCTI OTpUMAHHS iX 3acobaMu CHc-
temu EXCEL nokasano B Ta61. 4.

3nauennst pyskiiii ['(X), 3amexHo Bix Bepcil cuc-
temu EXCEL, M0oXyTh OyTH BU3HA4€HI OJHHM 3 TPHOX
CIIBBIIHOIICHB, SKi MPUBEACHO B Tabm. 4. Y Bepcii Ka-
JBKYJSATOPA, KA pealli3oBaHa B IaHiil poOoTi, BUKOpHC-
taHa popmyna O(4.1).

OO0uncneHHs 3HaYeHb JiraMmma-(QyHKIIl B HAIIOMY
BUIIJKy MOJIMBO TUIbKM BUKOPHCTOBYIOYH ii arpox-
cuMarito, HaBeneHy B [7]. B Tabn. 5 mpuBeneHo 3Ha-
yeHHs (QYHKIiW, Mo BkazaHi B [7], i iX 3HadeHHs, SKi
00YHCIIeHi 3a amPOKCUMYIOYUMH CITiBBITHOIICHHIMH.
[Mpunycrumo, 1o X — HOPMAIBHO PO3MO/IJICHa BUIIA/I-
KOBa BEJIMYMHA, SKa Ma€ MaTeMaTHYHE CIOIBaHHA M i
CepeHbOKBApaTHIHE BigXxuieHHs o . OyHKIs ii po3-
TIOJIUTY Ma€ BHUTJISIL:

O'\/ﬂ 20

BukoHaBmM 3aMiHy 3MIHHOIO 3TiJJHO 3 YMOBOIO
(18), oTpuMaeMO HOpPMOBaHy 3a CepeIHbOKBAAPATHY-
HHUM Bi}IXI/IHeHHHM BUIIAIKOBY BCJINYUHY .

X 2
F(x)=L I exp —w dx . (18)

X—a
I=——=X=0-2+a=>o-dz=dx.
(e2

(19)
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Tabruysa 4 — O6unciieHHs 3HaYeHb cneliaJbHUX GpyHkuiii 3acodamu cucremu EXCEL

HasBa ¢pyHxuii
Ta il yMOBHe MO3HAYEHHS

Busnauyennst pyHKuii

O0unc/IeHHs 3HAYeHHS (PyHKUIT
i3 BUKOPHCTAHHAM BOY/10BAHUX

¢ynxuiii cucremu EXCEL
D(4.1) 1. TAMMA(x)
w 2.T(x) = e *x*/2m/x x
D(4.2) r(x)= [t edt x(l+ 1.1 139 57 j
0 12x  288x? 51840x° 2488320x*
D(4.3) 3. EXP(TAMMAHJIOI'(x))
1
r(m)I (A
Bera-dynxuis ©(4.4) B(n.A) = J‘tn_l(l—t)x_ldt B(n.A) = %
0
d I (x) 1 1 1 1
iramma-ynxiis O(4.5 Y(x)=—InT(X) =——= Y(x)=Inx——- -

8 by ) =5 I'(x) 2x 122 120" 25248
DyHKIIis HOPMATBLHOTO D(x;m, ) 1 jf ex (x- m)z dx HOPMPACTI( x;m; ;1)

ym,o)= B — X;m;c;
posnoainy ®(4.6) ° o\2n et P 262 ( °
DYHKILiss HOPMATBHOTO PO3- 1 2 72
O/1iJTy HOPMOBAHOI BUMA/I- F(z)= f j exp -y dz HOPMPACITI( z;0;1;1)
koBoi Benuuuau D(4.7) 2n %,

2

IlinbHiCTh HOPMATBHOTO fFxm o) =~ _ex (x=m) S
posnoxiny ®(4.8) (xim.c) cx/ﬁ P 262 HOPMPACTI(x;m;0)
Li7BHICTh HOPMATIBHOTO 1 Z2
PO3MOiTy HOpMOBaHOI BH- f(2)= f -—— HOPMPACTI( z;0;1;0)
nagkoBoi Benmuuau D(4.9)

Crana Eiinepa ©(4.10)

y= Iim{ —In(m)}
m—oo I—l

y=0,5772215

Hinorapudm O(4.11)

Lip(x) = Ilnt dt = J‘I’I(l t)

Z( 1)n (X 1)” Z(l X)n

1

Tabruysa 5 — Tadnumuui 3HaveHHs1 PpyHKII i IX 3HAYeHHS, AKi 004K C/IeH] 32 ANPOKCUMYIOYHMM CHiBBiTHOLIEHHAMH

3unavyenns DyHKLIis
3MIHHOL X r'(x) Anpoxcumaris [(X) exp[In(T(x)] P (x) Anpoxcumvaris ¥ (X)
4 6 5,99999 6 1,70611 1,70611
1,250 0,90640 0,90623 0,90640 -0,22745 -0,22782

VY pesyibTaTi HbOr0 NMEPEeTBOPEHHS OTPUMAEMO (YHK-
L[i}0 HOPMAJBHOT'O PO3IO/IiTy HOPMOBAHOI BEJTMYMHU Z:

1 72
F(Z):IZE? IEXp{_T;}dZ'

3nauenHs ¢yHkuii (20) mpuBegeHO B yCiX CTaTHC-
TUUHUX Tabmuusx. Lle o3Hauae, 1110 OOYMCIEHHS 3Ha-
gyennst ¢yHkuidn F(X) i F(Z) MokHa BUKOHYBAaTH 3a OJI-
HUMHU U TUMH X CAMHMH TaOJMIsIMH, a00 MO OJIHAKO-
BUX, BOYJOBaHMX B Pi3HI NPOTpaMHi CHCTEMH KOMaH-
nax. OOYHCICHHS NIUTBHOCTI HOPMAJIbHOTO PO3MOJLTY
Ma€ iCTOTHI BIIMIHHOCTIi, sIKi 3ajJexaTb Bi crocoOy
BU3HAYCHHS BUIAIKOBOT BEJTMUHHHU.

IIpumycrumo, mo:

2
X—m)
f(x)= exp —(—
0'\/ 252
€ IIUIBHICTh MTOYaTKOBOI HOPMAaJIBHOI BUIIAIKOBOI BEIHU-
YUHY, 1

(20)

(21)

(22)

€ TIUJIBHICT, HOPMaJbHOI HOPMOBAHOI BHIIAJKOBOI Be-
nruuad. Toxi nopiBHioroun (21) i (22) orpumaemo, 1m10:

o f(x)=1(2). (23)

ToOTo, uncenbHe 3HAYEHHS IMIJILHOCTI HOPMOBa-
HO1 BWITAJIKOBOI BEIWYMHHU B ¢ pa3 Oinblle 3HAYCHHS
IIUTBHOCTI MTOYATKOBOI BHUITAAKOBOI BEIMYHMHHU. PO3riis-
HEMO 4MCeJbHul npukinan. [Ipunycrumo, nmo HopMalb-
HO PO3MOJiIeHa BUTIQJIKOBA BEITMUYNHA MA€ XapaKTepHC-
tukn: X=30, m=28, ¢=2,8. Bukopucrosyemo (19):

z=(30-28)/2,8=0,714,

Jdns  monmanmpiiux OOYUCICHb BUKOPHCTOBYEMO
BOynoBany B EXCEL ¢yHKIiI0, 110 Ma€ CHHTaKCHC:
HOPMPACTI(X; cepenne; cranpaptae_Bimxuinents; 0).

PesynbraT 00YHCIICHHS IOKa3aHO HIDKYE.
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f (z =0,714) = HOPMPACTI(0,714;0;1;0)=0,30917;
f (x = 30) = HOPMPACII(30; 28; 2,8; 0)=0,11039:
o f(x)=f(z) = 2,80-0,11039 =0,309115.

Takum YHMHOM, 3aCTOCYBAaHHA CTATHCTHYHHX TaO-
s a00 EXCEL mist o04ynciieHHs 3HAY€Hb LIIIBHOCTI
HOPMAJIFHOTO PO3MOALTY 0e3 ypaxyBaHHS ONHCAaHUX
0COOJMBOCTEH MPHU3BOAWTH JO ICTOTHHX CHUCTEMaTHY-
HUX ITOMWJIOK ITPH BUKOHAHHI MOJANBIINX PO3PaxXyHKIiB.

O6uucnennst snadenv Qynuxyii oinocapugma Lix(X).
VY zaranpHOMY BHIAAKy (YHKIIIO ToJitorapudma
Liu(X) Bi3HAUArOTh SIK CyMy HECKIHYEHHOTO PSIY:

B ) Xk
IR IS (24)
k=1K

Hinorapum oTpUMYIOTH i3 criBBigHOIICHHS (24),
MpUHHABIIK BenMuuHy U=2. B [9] HaBeneHno aBa cmoco-
Ou BU3HAUeHHA ninorapudMa B iHTErpanbHiil Gopmi:

Liy (x) = _J' |I"It J' In(l t) (25)
1
B [9] moxazano, 1110:
Lis (X) = I:iz @-x). (26)

SIKIIO TpPEeJCTaBUTH KOXKHE 13 CITIBBIJHOIICHB,
npuBeAcHUX B (25), y BUIIISAAI CyMH HECKiHYCHHHX Dsi-
B, TO, SIK TIOKa3aHO B [9], oTpuMaemMo:

i(_l)n (X 1) z(l X)

n=1

Heranbuo BiaactuBocTi (GyHkiii Lix(X) posrisinyTo
B [9], Tabnuii 3HaYeHs (YHKIIT HiTorapudma HaBeICHO
B [7]. 3a Hac/niKaMu YUCEIBHOTO EKCIIEPUMEHTY BCTa-
HOBIICHO, 110 B CHiBBigHOIIEHH]I (27) KUIBKICTh YJICHIB
psily JIOCTaTHHO TIPUHHSATH TaKO, IO JIOPIiBHIOE
1’ ITIAECATH.

@yukyii wirbnocmi UMoGipHocmi i ix enmponii,
sKI guKkopucmano @ pobomi. Haitbinpun nomupeni GpyH-

(27)

obnacth ix BW3HaueHHs, mojaaHo B [2, 4, 7, 9, 11, 12].
OCKINIbKM B JIESIKMX BUIIaJKaX yKpaiHOMOBHI W aHIJO-
MOBHI HaliMeHyBaHHS (YHKIIH IIIIEHOCTI HMOBIPHOCTI
HE CIIiBIAJa0Th, TOMY B Ta0I. 6 mMpUBeAEHO iX BiINOBI-
IHICTh. B Tabn. 7 HaBemeHO BigoMoOCTi mpo (GyHKINT
OIITBHOCTI PO3IOALNIB, SKi BUKOPHUCTaHO B poOoti. B
Tabn. § mpuBeneHi BiZOMOCTI MPO EHTPOIit0 (QYHKITIH
IITEHOCTI PO3MOiIB, SIKi BHKOPHUCTaHi B po0oOTi, i ena-
CTHYHOCTI EHTPOIIIH 3a TapaMeTpaMH X PO3MOILIIiB.

Tabruysa 6 — BinnoBigHicTh Mik yKpaiHOMOBHUMM Ta
AHIVIOMOBHUMH Ha3BaMM (yHKUiil mijbHOCTI
iiMoBipHOCTeli, fIKi BUKOpPUCTaHi B po0OTi

AHIJIOMOBHE
HaliMEHYBAHHS

Ne YkpainomoBHe
HaliMeHyBaHHS

1 |Posmoxin CiMncona Simpson Distribution

2 |TpuxyTHuit po3monin 3
BiJl'€MHOIO aCHMETPi€r0

Right-angled and negatively
skew version distribution

3 |TpukyTHuit po3monin 3
JIOJTATHOIO ACUMETPIEI0

Right-angled and positively
skew version distribution

4 |Cunyc-posnomin Sine Wave Distribution

5 |Vpisanuii Hopmansruii | Truncated Normal Distribu-
PO3MOTIT tion
6 |Posnoxin Kymapacsami  |Kumaraswamy Distribution
7 |Bera-posmoi, Tum I Beta Distribution
8 |Bera-posmoi, tum II Generalized Beta Distribution
9 |Po3moisn apKCHHYCY, Ark-Sine Distribution
Tun [ Type |
10 |Po3monis apkcuHycCy, Ark-Sine Distribution
tun 11 Type Il
11 [Po3noin apkcuHyCY, Ark-Sine Distribution
tun 11 Type lll

12 |[Kocuryc-po3moain Ordinary Cosine Distribution

13 [3cynennii kocunyc- po3- |Raised Cosine Distribution

o111

14 |[TapaGomniunuit posmoain, |U-shaped parabolic distribu-
o | tion Type |

15 |TTapaGomniunnii po3mozin, |U-shaped parabolic distribu-
geugll tion Type Il

16 |BimoGpaxenwuii mapabdoui- |Inverted U-shaped parabolic
YHUH PO3MOIIT distribution

17 |3akon pisaomipso 3poc- |Uniformly increasing distribu-
TAr0YOI MIJIBHOCTI tion density

18 |HamiBeminTHIHAH pO3IOALT

Semi-elliptical distribution

19 |Posmomin Cimricona, tvm 11

Ark-Sine Distribution Type Il

KLiT po31oAiay HMOBIPHOCTI, [0 MatOTh OOMEKEHHS Ha

Tabnuys 7 — Iepenik ¢gyHkuiii miabHoCTi iiMoBipHOCTEH, SIKi BHKOPUCTAHO B POGOTI

Ne Ha3sa ¢ynkuii Busnauenns pyHkuii mijibHOCTI po3nmogity

1 | Posnozin Cimmcona

(4] f(x) =

| SAKUWO xe[—a,a]

0 Jakuwo  x &[—a,al

%(%j o xe[(a—b).a]

0 , AKWO x%[(a—b),a]

2 | TpuxkyTHHIA PO3TOILT
3 BiJl’€MHOIO
acumerpiero [11]

3 IONATHOIO £(x) 7) ko x €[a,(a+Db)]

acumerpiero [11
pieio [11] 0 , SAKUO xe[a,(a+b)]

4 | Cunyc-posnoain [4] ]/TE (a2 B x2) o —a<x<a
f(x) = ) uy

0, AKWO X<—a,x>a

3 | TpukyTHuii po3nozin {2 (l X—a
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5 | Vpizauuit 1 (x—m)
HOPMAaJTbHU exp| — sakwo a<x<b (b— m)2 (a- m)2
posmozin [4] ft(X) =1 Wov2r { y W= F{ 252 | F 262
0, akwo x<a,x>b
6 | Posmonin —:L ayb-1
Kymapacsami [4] f(x)= { (10 X7 o x Z {g'ﬂ
) X )
7 | bera-po3nomin, 1 a _
1—-x)" ko x€|(0,1
T I [4] f(x)={B(n.2) ( ) [ ]
0 JAKWO X & [0,1]
8 | bera-po3mnoin, PRV DN |
T 11 [4] t 1 (X a b X) , AKWO xe[a,b]
f(x)=1b-a B(nA)\b-a b-a
JAKWO X & [a,b]
9 | Po3monin apkcuHycy, 1 [0 1]
—— ko x€|0,
tun [ [11] f(x)=1m XL-%)
0 JAKWO X & [O,l]
10 | Po3zmnoain apkcuHycCy,
um 11 [11] f(x) = bn,ll /b ko a—-b<x<a=b
| SIKUJO x<a,x>b
11 | Po3nomin apkCHHYCY, 1
Tun 111 [12] 2 2 1 AKUWO xe[(p—n),(p+n)]
f(x)= m,n —(x-p)
cakuo x| (n=m),(n+m)]
12 | Kocunyc-posnonin x-a P .
11 —COS JAKWo xe€la—-b—,a+b—
[11] > 2
f(x)=
0 gla-bZa+bl
2 2
13 | 3cynenwuit 1 X+a - n
KOCHHYC-PO3ITOIiI 2 {1 + cos(n i JAKWO X E€ [a - bE ,a+ bz}
[11] f(x)=
0 | SIKUO xe‘:a—bﬁ,a+bﬁ}
2 2
14 | ITapabomniunnmit 3 2
posnogin, Tum I [11] F(x)=1 203 —(x-a)" ,akwyo xe [(a -b),(a+ b]
0 JAKWO X & [ (a + b:l
15 | Mapaboniunuit 6(x—a)-(b—x)
posnoain, tum 11 [11] () = 7@ s ko x €[a,b]
0 JAKWO X & [a,b]
16 | BimoOpakeHmit 3 x—a)?
napaboiuHmii po3mo- = |1- (7) JaKkuo  x €[a,b]
nin [11] f(x)=14b b
0 JAKWO X & [a,b]
17 | 3axoH piBHOMipHO 2(x—a)
3pOCTAI0YOi MIIILHOC- F(x)=1 (b a)z AKWo X € [a,b ]
Ti [12] B
0 AKWOo X & [a,b]
18 | HaniBenminTuuHwuit ) 2
posmozin [11] £(x) = - 1—[%) , AKUYO xe[(a—b),(a+b]
0 , AKUO xe‘é[(a—b),(a+b]
19 | Posnoxin Cimrcona 4(x-a) a+b
i 11 [12] (b—a)z , AKWO anS—Z
)= 4(b—x
(b=%) ko ——<x<b
(b-a)
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Tabruysa 8 — EnTponis ¢pyHkuii minbHocTi po3noainy Ta ii eJlacTHYHICTH 32 napaMeTpaMu po3noginty

. EsnacruyHicTh eHTpOmIii
Ne Ha3sga pyHkuii EnTponii po3noainy 32 mapameTpamu po3ll)10niﬂy
1 |Posnogin Cimmcona h— |n(a\/g) Ea(h) =2/(2In(a) +1)
2 | TpukyTHHMI pO3MOIN 3 h=1,4427Inb-0,2786 Ep(h) =1/(Inb-0,19311)
BiJI’€MHOIO aCHMETPI€I0
3 | TpuxyTHuii posnonin 3 nomat- | h=1,4427Inb +0,7214 Ep(h) =1/(Inb +0,5003)
HOIO aCHMETPI€I0
4 | Cunyc-posnoain = -1
5 | Ypizanuii HopMansHui h=In (WG /275) 4 Mosxe OyTH BH3HaueHa
PO3MOIIT YHUCEIBHUMH METO/IaMHU
+i[ﬂ (a,m G)_b_7m (b,m G):|+1
W[l o PRI c P 2
6 |Posnoxin Kymapacsami 1 b—1 a-1 1 Moxe OyTH BU3HaUCHA
= =In| ——exp| —+ 7(“/ +¥(b)+ *j YHCENTLHUMHU METOIaMHU
ab b a b
7 | bera-posnomin, Tum [ T = (T] 0= 2)"}’(7] +1); T = [(X _1)\11(%” Mosxe OyTH BU3HAUCHA
YHUCEIBHUMH METO/IaMHU
B(n,A)exp|T;
Ta=[(n-1)¥m)]; h=In Bnr)ep[h]
exp[T, Jexp[Ts]
8 |Bera-po3monain, tum 11 (b-a) B (n' k)exp [Tl] Mosxe OyTH BU3HaYCHA
h=In YHCEBHIMHU METOIaMU
exp[T, Jexp(Ts]
9 | Posnonin apkcunycy, tam [ h=mn/4 Eq(h)=0
10 |Po3monin apkcunycy, tum 11 h= |n(bn/2) Ey(h) = [In(bn/Z)Tl
11 |Posmonin apkcunycy, tun 111 2 n+ul—u; 2 imeul— Mosxe OyTH BU3HaYCHA
A= -mEpp, BrEntanantou YHUCEIBHUMH METO/IaMHU
h——i InA_L\/E—InBl\/_Jr
| +2(\A - By Inn—2(/A - By)
12 | Kocuryc-po3moiin 1+Inb Ey(h) = 1
In2 P b
13 | 3cynennit kKocuHyC-pO3MOALT h=0,5573+1,4427Inb E (h) B 1
*Y 7 0,3863+1nb
14 |IMapaGomiuHuii po3moIis, 2 3 3
Tin [ h==-In| — BN =——F
3 2b 2-3In(3/(20))
15 |ITapaGomiuHuiA pO3NOMLT, Moxe OyTH BU3HaYCHA Mosxe OyTH BU3HaYCHA
tun 11 YHCEIbHUMHU METOIaMHU YHCEIPHUMHU METOIaMHU
16 | BinoOpaxenuit Moxe OyTH BU3HaYeHa Mosxe OyTH BU3HaueHa
napaboniuHui po3moisn YHCEIbHUMH METOIAMH YHCEIPHUMH METO/IaMH
17 | 3akoH piBHOMIpHO 3pOCTar0Y01 2 2 2 2 2 Mosxe OyTH BU3HaueHa
MIITBHOCTI Dy =b” —2b%In [ a— bj —3a% -2aln (a -b ) YHCEBHIMHU METOIaMU
D, =2a’In(b—a)+2ab+2aIn2
Za{ln (—72) —1} 5
Dy=—t 270 Lo DitDs
a-b 2(a—b)
18 | HamiBeminTuaHui 1 2n-bIn2
posnozix BEFTY B ()= orbin2_1
19 |Posznoxin Cimncona tum 11 h :1—2In(2/(b—a))/2 Ep (h) :2/(1—2In(2/(b—a)))

Buxopucmannss EXCEL-opienmosanozo kanvky-
AAmMopa 05l GU3HA4eHHs eHmponii pyukyiu po3nodiny 6
YyMO8ax obmedcenb HA 001ACMb 3HAYEHb HenepepsHoi
6unaoxosoi enuyunu. OyHKIIT eHTPOMIl i eTacTHIHOC-
Ti, SIKi [TI0Ka3aHO B Ta0J. 8, MOXHa 3TrpyIlyBaTH 3a JBOMa
O3HaKaMHM: 3a CIOCOOOM IX 3aBJaHHS 1 3a KIJIBKICTIO
mapamMeTpiB, HEOOXiTHUX i1 BU3HAYCHHS 1X YHCEIbHUX

Hsl IPHUBEJIeHO B Tabu. 9.

3aH0 B Ta0i. 10.

3Ha4YeHb. [ pymyBaHHs (QYyHKIIH 3a crrocoOoMm iX 3aBmaH-

I'pynyBaHHS THIIIB pO3MOALTIIB 3a KiJBKICTIO Hapa-
METpiB, Ki HEOOXiHI /1T OOYMCIIEHHST €HTPOITii, TTOKa-

[epenix mapameTpiB, HEOOXIMHUX JJIsI OOYHCIICH-
HS CHTPOIIi1, BU3Ha4YeHO B Tabi. 11.
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Tabnuys — 9. Tpynysanns yHKili eATponii Ta eJaCTHYHOCTI 32 CNOCOOOM 3aBJaHHS ")

Cnoci6 3aBaanHs GpyHkuii

DyHKUis eHTpOMmil

DyHKLifA eJIACTHYHOCTI

AHamTHYHUR

1,2,34,56,7,8,9 10,11, 12,13, 14, 17,18, 19

TabnuuHuii

15, 16

1,2,3,4, 10,12, 13,14, 18, 19
5,6,7 8, 11,15, 16, 17

") Homepu THIIiB PO3NOJILIIB CHiBNAAIOTH 3 HOMEPAMH, HABEIEHHMH B Ta6J1. 6.

Tabauys — 10. TpynyBanus TUIB po3NoiJiB 3a KiILKICTIO napaMeTpis, siki HeoGXixHi 1J1s1 064MCIeHHsI eHTpomii”)

KinbkicTs napaMerpiB, He0OXiTHUX 1151 00YHCICHHS EHTPOMIl

Tunu posnoaiiis

OHonmapaMeTpuyHi po3NOIiIH

,2,3,4,10,12, 13, 14, 18

JIBoxnapaMeTpu4Hi pO3MOoAiIN

YotuproxmapaMeTpHiHi pO3IOALTH

1,2
6,7, 11,15, 16,17, 19
538

") HoMepH THIIiB pO3MO/LiB CMiBNAAIOTh 3 HOMEPAaMH, HABEICHUMU B TabIl. 6.

Tabnuya 11 — Iapamerpu, ki HeoOXiaHi

1 151 00YHCIeHHS eHTPOoNil

3 manux, skl HaBegeHo B TabOi. 911, BuTikae, 110
po3po0Kka CHemiaxi30BaHOTO KabKyJIATOpPa 1CTOTHO
posmmproe MoximBocTi cuctemu EXCEL B mpormeci

ITapamerpn
No Tun posnoaiay IS 0GUMCIIeH- SHTPOIIHHOTO aHami3y naHux. HeoOXigHICTP TaKoTro
HSl eHTpoii po3upenHst 06rpyHTOBaHo B [15].
1|Po3mozin CimMncona a Kanbkynsitop, skuii 3alpoNOHOBAaHO Y JaHid po-
2| TpuxyTHuUit po3momin b 60Ti, mMOOYIOBaHO 3ac00aMU TAOJMYHOTO MPOIECcOpa
3 BiJ’€MHOIO aCHMETDI€t0 MS Excel. liamor kopucTyBaua 3 KalbKyJIITOPOM pea-
3| TpukyTHuI po3noAin b Ji30BaHO Ha OCHOBI crangaptHoro ais MS Excel in-
3 JIONATHOIO aCHMETPEI0 ctpymenta "KopucryBanpka ®opma". Ha mnepuiomy

4|Curyc-posnogin a pobouomy apkymi kxuuru EXcel posMilleHO KHOIKY

S|Vpisanmit HopmanbHuii posrozis a,b.mo BHKITUKY TIEPEIIiKY PO3IOIIIB, TP HATHCHEHHI SKOI Ha

6/Posnoxin Kymapaceami ab eKkpaH BUBOAMTbCs mepma dopma (puc. 1) — mepermix

7|Bera-posmozin, Trm [ nA TUMIB PO3MOAINiB, ychoro 19 HaiiMmeHyBaHb. IX mepermik

8|Bera-posmoin, Tum I nA,ab HaBeIEHO Ha pHC. 1.
10|Po3nozain apkcunycy, Tai 11 b 3aBOSKM BUKOPHCTAHHIO C€JICMCHTIB KepyBaHHSA
11\Po3noain apxcunycy, Tum 111 mA ¢dopmoro tumy "npanopens” (CheckBox) € MoxuBicTh
12|Kocunyc-posnonin b BUOpPATH 3 Mepeiky JeKiJibKa po3Mo/IiIiB, pO3CTaBUBLIN
13[3cynennii kocuryc-po3mozin b "mpamnopiii" nepex HalMEHYBaHHSIMU MOTPIOHUX, 1 TICIISA
14|IapaGoiunuii posnomia, Tum I b HatucHeHHA kKHonku "OBUYNCIIMTU" nepeiitu 10 moc-
15|ITapabomiynauii po3moin, Tum 11 a,b JIJIOBHOTO HAJNAIITYBAaHHS IIAPaMETPiB KOXKHOI'O 3 HUX.
16|Binobpaxxennii napaboTigYHUH PO3MO i a,b IIpu iboMy TSI KOSKHOTO THUITY PO3MOJLITY Ha €K-
17|3akoH piBHOMipHO 3pOCTAr0UO]T II[IIbHOCTI ab paH BUBOIUTECSA (hopMa 3 BIACHHM HAOOpOM TapameT-
18|Haniseninmiynuii posnonin b pis. st 1inoro psay po3HoAiNiB nepenbayacThcs BHeE-
19|Posnopin Cimrcona, tun 11 a, b CCHHS JaHUX BiJl OHOTO JI0 KiJTBKOX CITIOCTEPEKCHb.

A B C D E F G H [ J K

BuBip Tuny posnoginy
1 I Poznogjn Cimncoxa

4 [ CuHyc-po3nogin

6 I Posnogin Kymapacsami
7 I bBeTa-poznogin, Tun I

8 I Beta-poznogin, Tun II

P PRI M) —& —& & & & & —k —k —& —k
i Db i e Y e el el Rl bl Bl e s

OBYNCNUTH

%]

BUKNUK nepeniky po3noAinis
2 I TpukyTHuiA posnogin 3 Big'eMHOI0 acuMeT pieto
3 I TpukyTHWiA po3nogin 3 4OAATHOK acUMETpietD

5 I Ypizanwit HopManbHWiA po3nogin

9 I Poznogin apkcuHycy, Tvn I

CKACYBATW

1

mp Poznogin apkcunycy Tun I
ml_ Poznogin apkcuHycy Tun I11
IE I KocwHyc-poznogin

m [ 3cyHeHWA KocuHYC- po3nogin

14 I Napaboniunmit posnogin Tun I

15 V?ﬂapaﬁonquMﬁ po3nogin Tun I

ml_ Binobpaxennii napaboniyHuii po3nogin
’?l_ 33KOH PIBHOMIPHO 3pOCTal040T WINBHOCTI
ml_ HaniBeninTuyHMiA posnoain

ml— Posnoain Cimncona Tvn IT

Puc. 1. CkpiH-Koris BikHa BUKIUKY (OPMH 3 IIEPEIiKOM PO3MOALTIB 32 JOMIOMOTOIO BiIIOBIIHUX KHOIIOK
(Fig. 1. Screen — a copy of the screen window of the form call screen with a list of distributions using the appropriate buttons)
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Tomy 3aronoBoK psijika napameTpiB MEpIIOro CIo-
crepexxennst y Burisai “'d1" BuAineHO YOPHUM MIPH-
¢tom, a npyroro i tperboro ("d2" i "d3") — cipum. ITic-
JISl TIOYaTKy BBEIEHHS JIAHWX JPYTOro CHOCTEPEKECHHS
HOT0 3arojIOBOK TaKOX CTA€ YOPHHUM. SIKIIO MepelTH 10
BBE/ICHHS JTaHUX TPETHOTO CHOCTEPEKECHHS, BUKOHYETh-
Cs CKpPOINIHT, TOOTO, PAAOK MEPUIOr0 CIIOCTEPEKEHHS
3HWKae 3 BikHa (opMH, a HOro Micue 3aiiMae psIoK
apyroro crocrepeskeHHs. [Ipu mpoMy Ha Micii TpeTho-
TO 3'IBIAETHCA PAJOK YETBEPTOTO CIHOCTSPEKEHHS 1 Tak
naii. KinmekicTs criocTepexeHb He 00OMEeXYEThCS.

Knonka "[TYCK" 3aBepiye BBe€HHS IapaMeTpiB
po3moAaiTy i 3a0e3neuye mepexia 10 apKyIlia 3 o0uucie-
HUMHU 3HAQUYEHHSIMH SHTpOIIi 3a BCIMa CIOCTEPEKEHHSI-
MHU. [l KOXHOTO PO3MOAITY CTBOPIOETHCS OKPEMHM
apkym pe3ynbrariB. Lle oOymoBieHO ocoOnuBOCTIMHU
PI3HHMX PO3MOXLTIB i pi3HMM HAOOPOM pPE3YJNBTATIB, SIKi
MOXYTb MICTHTH TaOIMII0 3 OOYHCIICHOIO EHTPOIIIEIO,
SJIACTHYHICTIO, a TaKOX rpadiKu SHTPOMIl Ta elacTHd-
HOCTI (Ha0ip 3aNeXuTh Bif TUMy posmoniny). [Ipu BBe-
JCHHI TapaMeTpiB TaKWX PO3MOJIiNB KOPUCTYBa4 3a
JOTIOMOTOI0 "MpamopIiiB" MoXKe BHOUpPATH, Y SIKOMY
BUTJISIII HOMY MOTPIOHI pe3yJIbTaTH.

Buznauenns enrpormnii i 1 exactuaHocTi 11 QyH-
KUii, 3aaH0{ B aHAJITUYHOMY BUIJIS[I, PO3IISIHEMO Ha
npukiIanl QyHKUii MiTbHOCTI PO3MOILUTYy apKCHHYCa THII
II (N210).

PesynbpraTi BU3HAYeHHS X YHCENBLHOTO 3HAYEHHS
MMOKa3aHo Ha puc. 2 Ta 3.

HanawyeaHHa napamerpie posnoginy X

Po3nopin apkeunycy Tun 11

HibKHE 3HaueHHs napameTpa b | ] 2
Bepxe 3HaueHHs napametpa b | ] 2.5
Kpok amikn napametpa b | ] 0.1

| PezynbTaT 06UMCNEHHA BUBECTH Y BUMMs: |

¥ Tabnuui nvcK |

W rpadika enTponil

CKACYBATHU |

Puc. 2. ®opma HanamryBaHHs TapaMeTpPiB PO3MOIITY apKCH-
Hyca tun Il i 6akaHOTO TEepeNiKy pe3yabTaTiB 00UNCICHHS
(Fig. 2. Screen — a copy of the screen window of the form
of setting the parameters of arcsine distribution type Il
and the desired list of calculation results)

G H | J K L M N 9]

A B c D E F
1
2 Posnonin apkcunycy tun |l
3 Hwkne sHauenHs b 2
4 BepxHe 3HaYeHHA b 25
5 | Kpok 3miHM 3HAYeHHA b 0.1 14
5 1,35
T Mapametp, b Entponia, h{nit)| EnactuysicTte, E 13
8 1,144 0.873 1,25
9 21 1,193 0,838 12
10 22 124 0,806 115
" 23 1,284 0.778 11
12 24 1,327] 0.753 ", 21
13 245 1,367 0,731 ’

Eutponisa, h(nit)

EnactuuHicts, E

2,2 23 24 25 2 21 22 23 24 25

Puc. 3. Cxpin-Korris apKymia 3 pe3yJbTaTaMH 00YNCIICHb SHTPOMII Ta ii elacTUIHOCTI TS PO3MoaiTy apKcuHycy Tam 11
(Fig. 3. Screen —a copy of the sheet with the results of calculations of entropy and its elasticity for the arcsine distribution type 1)

BusnayenHs entpomii ais (QyHKIH, 3a1aHUX B
aHaMITHYHIN (Gopmi, Ta TX eTacTHYHOCTEH, 3aJaHUX B
TaOMUYHIA (QOpMi, PO3TIITHEMO Ha TPHUKIAmi (GyHKIIT
mrineHOCTI bera-po3nomimy tum 11 (Ne§).

PesynbpraTn o04MCIIeHb 1X YHMCENBLHOTO 3HAYCHHS
TI0Ka3aHo Ha puc. 4 Ta 5.

BusHadueHHsT €HTpOIIT 1 eTacTHYHOCTI, 3alaHNX B
TaOIMIHOMY BUTIIA[I, PO3TIITHEMO Ha MPUKIAMi QYHKIIT
napabomiuHoro posnoginy tun II (Nel5).

Pe3ynbratn o0uncIeHHS HaBEICHO HA puc. 6 Ta 7.

UwncenbHe 3HA4YEHHS €HTPOMil A GYyHKIIH, 3a1a-
HUX B TAaOJMYHOMY BHIJISAL OiNBII JeTadbHO PO3TIISTHE-
MO Ha TUpuKIaai (GYHKOIi HIIBHOCTI mapaboJidHOTro
posmoiny Tum Il.

A B C

HanawimyeaHa napameTpie poznoginy X
beta-poznoain, Tun 11
CnocrepeeHHs ‘ MapameTpwm po3nopginy
n [ A J[a J b

fai|[ 3| 15 1[ 2

[d2][ 3 16 1[ 2
[d3]] | | |

MycK | CKACYBATU |

Puc. 4. dopma HanamtyBanHs napameTpis bera-posnoainty
tun 11 (Fig. 4. Screen — a copy of the screen window of the
form of setting the parameters of Beta distribution type II
and the desired list of calculation results)

D E F

1
2 berta-poznogin, Tun Il
3 MapameTpw posnoginy
4 Cnoctepexenin n 3 a b Entponia. h(Hit)
5 di 3 1.5 1 2 0,273
6 d2 3 1.6 1 2 0.259
7
EnactuyHicTe
8§ | BigHoCcHO napameTpy
9 ul
10 b * -0.815
1 a
12 b

Puc. 5. Cxpin-Komist apKyIIa 3 pe3ynbTaTaMu 0049nCIIeHs eHTporii Ta ii emactuanocTi 1t bera-posnomimy tum 11
(Fig. 5. Screen —a copy of the screen window with the results of calculating the entropy and elasticity for the Generalized Beta Distribution)
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HanawyeanHa napameTpis poznoginy *

MNapaboniuxuit poznogin Tun II

Cnoctepexents | | Mapametpu poanopiny |
a J[ b |
[d1] | 3 | 7

[d2] ] |

[d3] | |

MycK ‘

CKACYBATH ‘

Puc. 6. ®opma HanamTyBaHHS ITapaMeTpiB
napabosigHoro po3noairy tam Il
(Fig. 6. A screenshot of the sheet with the results of setting
the parameters of the parabolic distribution type I1)

A B c D
1
2 [apabonivyHmnii poznogin Tun |l
3 MapameTtpn poanoginy
4 Cnocreperxenns a b Entponia, hinit)
5 d1 3 7 1,261

Puc. 7. Cxpin-Kkorist apKymia 3 pe3yJbTaTaMu 004HCIeHb
EHTpOIIii Ta 11 eTaCTHYHOCTI A1 MapaboIIiIHOTO
posnoainy tum 11
(Fig. 7. Screenshot — a copy of t with the results
of calculating the entropy and elasticity
for the U-shaped parabolic distribution Type 1)

BukopucroByroun (1) i ¢pyHKIiIO NIJIBHOCTI PO3-
MOTy HaBEACHY B TaOJI. 7, BU3HAYUMO EHTPOIIIO 5K
CHIBBiAHOIIEHHS:

h=
b

- 6(x-2a)- (bs— % in 6(X—a)-(2— g @8
2 (b-93) (b—-a)

JU1st cMMBOJIBHOTO iHTEerpyBaHH: (28) BUKOPUCTOBYBAIH
cucreMy aHaiiTmgHOro mnporpamyBanHs DERIVE 6.
PesynpTaTi npHBeNieHI B HACTYITHUX CIiBBiJHOLICHHSX:

h=In[(a—b)?]-
2+, +Qy  7eib®(Ba-b) (29)
3a-b?® = (a-b®
0, = (3a®(a—3b)In(b—a); (30)
Q, =3b*(3a—b)In(a-b); (31)
Q; =(a-b)3(3In6-5)=0,3753(a~b) .  (32)

Entporis, mo BU3HaueHa y cHiBBigHOMIEHH (29),
MpeJcTaBieHa B KOMIUIEKCHIH (opmi, Xxo4ya 3a cydac-
HUMU YSIBIICHHSIMU €HTPOTIiS — JifiCHE T0IaTHE YUCIIO.

Crhix 3a3HaYWTH, IO IHTETPYBAHHS CIiBBiIHO-
ureHHs (28) cucremoro Mathcad 15 takox nano pe3ysb-
TaT Y BUTJISAI KOMIUIEKCHOTO yrcia. MoXKHa MPUITYCTH-
TH, IO TOAIOHE SBHIIE MOB'I3aHE 3 BUHHUKHEHHSAM OCO-
OnMBOCTEH Ha HWXKHIHM 1 BEpXHIH I'paHUIPIX IHTErpyBaH-
Hs criBBigHOIIEHHs (28). [leTasnpHimie ITOCIIIKCHHS
bOTO (haKTy BUXOIUTH 32 PAaMKH JTAHOTO TIOBiJIOMIICH-

Hs. YucenbHe iHTErpyBaHHs cliBBifHOLIEHHS (28) BU-
KOHAHO BKa3aHuMH cucteMamu npu a=3 i b=7 Tta nano
OJTHAKOBI PE3yJIbTATH:

6(x—3)-(7—x)X

7 3
h=-— j (7=4) dx =1, 261 (1im). (33)
3| xn 8 =3)-(7-%)
(7-4)°

OCKiBKY OCHOBHE 3aBJaHHS pOOOTH — OTPUMaHHA
MPOrPaMHOro IPOAYKTY, IO BUKOPUCTOBYE TIIBKH MO-
sinBocTi cuctemMu EXCEL, To mis oO4mMcieHHsS 3Ha-
YeHb eHTpoIIii napabdonigaoro posnoximy tum II (Nel5)
Ta BimoOpakeHoro mapaboiigaoro posmoxpiny (Nel6)
BUKOPUCTOBYBAJIM YHCEJbHE IHTEIPYBaHHSI METOIOM
Tpaneuiil y BapiaHTi, sSIKMid BUKJIaIeHo B [14].

Jnst 4ucenbHOTO 1HTETPYBaHHS CITiBBIIHOLICHHS
(28) 3 MeTOr BHKITIOUCHHS MOXKIIUBOCTI OSBH 0COOITH-
BOCTEH IMpy 00YMCIICHH] 3HA4€Hb MiiHTerpaabHOl (yH-
KU1 Ha 11 TpaHuIsIX, NPeCTABUMO HOTO y BUTIISI:

h=
6[X—(a—z?)]~[(b+<9)—X]><
_ _b+€ (b_a)3 (34)
a1 6[x—(a—¢)]-[(b+&)—x]
(b-a)®

3a YMOBH, L0 & —-1.107X 1 k=1,..,4.
3aneKHICTh BEJIMYMHU SHTPOIIIT BiJf 3MiHH MEX iH-
TerpyBaHHs HAa BEIMYUHY & HaBeJeHa B Tabu. 12.

Tabnuys 12 — 3ane:kHicTh BeJJMINHA eHTPOMil Bil BeTnmanH
rpaHuLb iHTErpyBaHHSA

. Beaunuuna
Benmunna | 112PaMeTpu po3noaity P
“ a b h
1 29 7,1 1,297
2 2,99 7,01 1,266
3 2,999 7,001 1,262
4 2,9999 7,0001 1,261

Takum yrHOM, TIpH 3MiHI IHTEpBaNly IHTETPyBaHHS
Ha BemumumHy & =10,0001 orpumaHmii pe3ynbraT
MPaKTHYHO CIIBMNAAAE 3 pe3yjbTaTaMH 3acTOCYBaHHs
cucrem DERIVE 6 i Mathcad 15.

Po3risiHeMo 3acTocyBaHHS KalbKyJsTOpa JUIS BH-
3HAYEHHS JIOBIPYOTO iHTEpBaly OIIHKM EHTpomii mapa-
6ostiunoro posnonury tumy II. YV [12] npuBeneHi ominkn
rapameTpiB I[bOTO PO3IMOJUTY, SKi OTPHMaHi METOI0M
MaKCHMYMY HPaB/IONOi0HOCTI:

é=>_<—s\/§;
b = X+ s+/5.

IpuiiHABIIH, SIK 1 B HONCPEAHBOMY MPHKIAL a=3
i b=7, orpuMaeMo, 10 CepeaHbOKBAAPATHYHE BiIXH-
nenss S = 0,894.

(35)
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B [13] 3ampomnoHOBaHO BU3HAYATH HHXKHIO MEXY
S. 1 BEepXHIO MEXY S, IOBIPYOro iHTEPBATY TOYKOBOI
OIHKH S 32 CIIBBIHOIICHHSIMHU:

s, =k,s;

Sg =k,S . (36)

Croci6 BW3HaYCHHS IMX KOe(iIlieHTiB i iX dmce-
JBHI 3HAYEHHS, B 3aJIE)KHOCTI Bifl KUTBKOCTI cIiocTepe-
JKCeHb, IIPUBEIeHO B TabI. 13.

Buxopucrosytoun cmiBBigomenus (15), (33),
(34), BuzHaunmo HmkHIO h, i BepxHIO h, TpaHuIo 10Bi-
pUMX iHTEpBaliB TOYKOBOI OILIHKM eHTpormii h, ska 06-
YucieHa y criBBigHoIIeHHi (33).

PesynbraTi oOumcieHs HaBeeHo B Tabu. 14.

3 nmaHuX, sSKi HABEJCHO B IIiif TaOJIHIII MOXHA 3pO-
OWUTH HACTYITHUH BHCHOBOK.

Jlis yMoB uncensHoro npuxiiany (33):

— 30inbmreHHs aanux 3 10 no 100 ckopouye po3mip
JOBIPYOTO iHTEpBaY OIiHKH €HTpomii B 2,7 pasm,

— 30impmrenHs gaaux 3 100 mo 1000 cxopouye po-
3Mip OBIpYOTO iHTEpBANY OIHKH CHTpOIIii jume B 1,6
pasm.

Hagenenuit npukian cBiq4nTh, IO 3aIPOIIOHOBA-
HUHI B JaHOMY TOBiJOMJICHHI KaNbKyJIATOp MOXe OyTH
BUKOPHCTaHWH 171  IUIAaHYBaHHS  EKCIIEpUMEHTY,
TI0B’5I3aHOTO 3 EHTPOIIHHUM aHaJII30M JIaHHX.

Tabnuysa 13 — BusHayeHHs YHCeIbHUX 3Ha4YeHb KoediuientiB s, Ta S,

KinbkicTb KinbkicTh BincoTkoBi TOUKH Beauunna Bincorrosi Beanuuna
crocTepe:KeHb, | CTeneHiB CBO- . 2 2 TOYIKH po31io- 2
n GOI[PI, df po3noaity, Ydf 0,025 kH =,/df /de’0’025 Iliﬂy, ng 0975 k = ,/df /de 10,975
10 9 19,022 0,687 2,700 1,825
100 99 128,422 0,878 73,610 1,161
1000 999 1088,487 0,958 913,301 1,046

Tabnuys 14 — Huxuse | BEpXHsI TPaHULI 10BipYOro iHTepBaly TOYKOBOI OLMiHKH eHTpomii h

JoBipua iiMOBipHicTh
KinbkicTh cnoc- Poswip nosipuoro
Hwxus rpanunus, a = 0,025 Bepxns rpanuns, a = 0,975 inTepBaty
TepexkeHb, N A=h.-h
s a b hu s a b hs
10 0,615 | 3,545 6,454 | 0,940 | 1,631 | 1,353 | 8,647 | 1,862 0,922
100 0,784 | 3,142 6,857164 | 1,186 | 1,161 | 2,404 | 7,596 | 1,522 0,336
1000 0,856 | 2,973 7,026 | 1,205 | 1,046 | 2,660 | 7.338 | 1,417 0,212
4. Jlo Tol Kareropii BKJIIOYEHO (QYHKIII po3-
BHCHOBKH 4. Tlo npy P ymruii p
HNOAUTY Ul SIKUX EHTPOIs MOXXe OyTH BH3HaueHa B
1. B poGori 3anpomnonosano EXCEL-opien- aHamiTHyHii dopwmi, a ii eracTuuHicTh MOXke OyTH BH-

TOBaHHU KAaJIBKYJATOpP ISl OOYHCICHHS CHTPOIIl Ta 1i
€IACTHYHOCTI U (PYHKINH pO3MoaiTy 3a YMOBH 0OMe-
KEHOi 001acTi BH3HAYEHHS HENepPEepBHOI BHIAJAKOBOI
BEJINYNHH.

2. Bci Bukopucrai B po0oTi GyHKIIi po3momisy
pO3MOAiNeHI HAa TpU KaTeropii 3amexHo Bixg Gopmu mo-
JAaHHS SHTPOIIIi Ta 11 eJJaCTUIHOCTI.

3. Mo mepmioi kateropii BKiIo4eHO (yHKIIT po3-
MOJUTY, IS SIKUX CHTPOIs Ta ii eJacTUYHICTh MOXKE
OyTu BU3HAU€Ha B aHAIITHYHIH QopMi, a came:

— po3nozin Cimrcona,

— TPUKYTHHUH PO3IOALT 3 BiI’EMHOIO aCHMETDIEIO,

— TPUKYTHHUH PO3MO/LT 3 10JIaTHOIO aCHUMETPIEIO,

— CHUHYC-PO3IIO/IL,

— pO3mOiNT apKCHHYCY THII |,

— po3nozin apkcuHycy tum 11,

— KOCHHYC-PO3IOJIi,

— 3CYHEHHH KOCHUHYC-PO3TO/IiI,

— TapaboiYHUIA PO3MOIia THII I,

— HAIIBEIINTUYHUN PO3MOJIIL,

— po3nozin Cimncona tum II.

3HaYCHa B TaOMMIHIN Qopmi, a came:

— ypi3aHu{d HOpMaJIbHUAN PO3MOI,

— po3mnozin Kymapacpawmi,

— bera-posmonin tum I,

— bera-posmonin tum 11,

— 3aKOH PIBHOMIpHO 3pOCTAr0401 MIUTLHOCTI,

posnoain apkcunycy Tam I11.

5. o Tpetpoi kaTeropii BKIOYEHO (YHKIIT PO3-
TOIUTY, JUIS SIKMX €HTPOTIis Ta ii eMacTUIHICTh MOXYTh
OyTu BU3Ha4YeHi B TabauuHIN hopmi, a came:

— mapabomniyanit po3noxin tam I,

— Bi1oOpaskeHnH napaboiuHUi PO3NOALT.

6. HaBemeHO OCHOBHI BiZIOMOCTI IIPO CTPYKTYpY
3alPOIIOHOBAHOTO KAJBKYJISITOPa Ta IPUKIAIH HOTO
3aCTOCYBaHHSI.

7. BukyiazeHO METOIWKY BH3HAUCHHS JOBIpYOTO
IHTEepBaTy TOYKOBOI OLIHKH €HTPOMII.

8. HaBezneHo mpuKJIaJ BAKOPUCTAHHS 3aIPONOHO-
BaHOTO B JaHOMY IIOBIJOMJICHHI KaJlbKyJIsATOpa IS
IJIaHYBaHHS C€KCIIEPUMEHTY, TIOB’SI3aHOTO 3 EHTPOITii-
HHUM aHATI30M JaHUX.
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EXCEL-oriented procedures for determining the entropy of a distribution function
and its relative parametric sensitivity (elasticity) under the conditions
of two-sided restrictions on the range of values of a continuous random variable

Svitlana Gadetska, Valeriy Dubnitskiy, Yuri Kushneruk, Alexander Khodyrev

Abstract. The goal of the work. Development of an EXCEL-oriented calculator for calculating entropy and its elasticity
for distribution functions under the condition of a limited domain of definition of a continuous random variable. Subject of
study. Probability density functions and their entropy under the condition of bilateral restrictions on the domain of possible val-
ues of random variables. Research methods. Algorithmic and numerical analysis of procedures for obtaining numerical values
of entropy of density functions of continuous random variables under the condition of two-way restrictions on the area of its def-
inition. The obtained results. The work proposes an EXCEL-oriented calculator for calculating entropy and its elasticity for
distribution functions under the condition of a limited area of definition of a continuous random variable. All distribution func-
tions used in the work are divided into three categories depending on the form in which entropy and its elasticity are presented.
The first category includes distribution functions for which entropy and its elasticity can be determined analytically, namely:
Simpson distribution, Right-angled and negatively skew version distribution, Right-angled and positively skew version distribu-
tion, Sine Wave Distribution, Ark — Sine Distribution Type I, Ark — Sine Distribution Type II, Ordinary Cosine Distribution,
Raised Cosine Distribution, U-shaped parabolic distribution Type I, Semi-elliptical distribution, Ark — Sine Distribution Type II.
Another category includes distribution functions for which entropy can be defined in the analytical group, its elasticity can be
defined in the tabular part, namely: Truncated Normal Distribution, Kumaraswamy Distribution, Beta Distribution, Generalized
Beta Distribution, Uniformly increasing distribution density, Ark-Sine Distribution Type I11. The third category includes distribu-
tion functions for which entropy and its elasticity can be determined in tabular form. Basic information about the structure of the
proposed calculator and examples of its application are provided. The method of determining the confidence interval of the point
estimate of entropy is described. An example of using the calculator proposed in this message for planning an experiment related
to entropy data analysis is given.

Keywords: entropy; probability density functions, bilateral restrictions on the range of values of random variables; rela-
tive parametric sensitivity (elasticity); programmable calculators; entropy analysis.
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DIAGNOSIS OF SYSTEMS UNDER CONDITIONS
OF SMALL INITIAL DATA SAMPLING

Annotation. Object of the study is to assess systems state in conditions of a small sample of initial data. Relevance of
the problem is as follows. The functioning of a significant number of real objects takes place under conditions of poorly
predicted changes in the values of environmental factors affecting system efficiency. The resulting heterogeneity of the results
of objects experimental study and the environment of their functioning leads to reduction in sample size. At the same time,
the standard requirements regarding the correspondence of the number of experiments and the number of coefficients of
regression equation determining system state are not met. Purpose of the study is to develop methods for assessing systems
state operating in a changing environment, in conditions of small sample of initial data. Tasks to be solved to achieve the
goal: the first is the equivalent transformation of the set of observed initial data forming a passive experiment in aggregate
into an active experiment, which corresponds to an orthogonal plan; the second is the construction of a truncated orthogonal
representative sub-plan of the general orthogonal plan obtained as a result of solving the first problem. Research methods:
statistical methods of experimental data processing, regression analysis, method for solving a triaxial boolean assignment
problem. The results obtained: orthogonal representative subplan of the complete factorial experiment being formed makes
it possible to calculate a truncated regression equation containing all the influencing factors and their interactions. Analysis

of the coefficients of this equation by known methods makes it possible to cut off its insignificant elements.
Keywords: objects state assessment; small sample of initial data; truncated representative regression equation.

Introduction

The traditional approach to solving real problems of
analysis, evaluation of the effectiveness of complex
systems and their management is based on finding
specific mathematical models of these systems [1, 2]. The
purpose of such models is to establish a relationship
between the values of the characteristics of these systems
and the environment of their functioning, on the one
hand, and the value of some selected indicator that
uniquely determines the state and efficiency of the
system. The mathematical description of the model being
searched for in each case is determined by the type of
system, the nature and features of the operating
environment and is selected individually [3, 4]. At the
same time, the relevance and demand of numerous
practical tasks have led to the development and
widespread use of some special types of models, the
mathematical apparatus of which provides an adequate
description of the processes of systems functioning,
solving problems of system analysis and management
[5]. Such models include regression analysis models
[6, 7]. These models are formed as follows.

Suppose a set of

F(t) = (Fl(t)l FZ(t)l IFm(t))
system and environment parameters is given, presumably
affecting the numerical value of the selected y(F,t)

system indicator. To describe the relationship between
these variables, a relation is introduced

y(Fw) = ag +a;Fi(t) + aFo(t) + -+ an B (1) +
+aFi (OF,(t) + asFi(OF ) + -+
+ am—l,m Fm—l(t) Fm(t) +
+ - tagasr Fa(t) Fapr(0) +
+ a1 2,a4mFL (O F2(6) oo Faam (0.
The ratio (1) includes all influencing factors and
their interactions of the order not higherd + m. It is

€y

assumed that all these factors depend on time (for
example, the system is slowly aging and the values of all
indicators are deteriorating). Simplification of the model
occurs if the process of changing the values of factors is
such that, without large losses in accuracy, the interval of
the system functioning can be divided into subintervals,
within which this change can be neglected. Thus, a
piecewise constant approximation of the real process of
changing the system parameters is introduced [8, 9]. Let's
write down the ratio obtained in this case for the special
case when the maximum order of the interactions of
factors taken into account is equal to three:

y(F) = a0+a1F1 + ... + amFm+a12F1F2+
+ o tamo o1 P + @3 Fi B Fs + o4+ (2)

ta12,F1 FoFy + o1 mFm—2Fm-1Fm-

At the same time, the total number of coefficients to
be evaluated is equal to M =1+m++(m—1)m+
+(m—-2)(m - 1m.

It is clear that with an increase in the number of
factors, the value of M grows rapidly. For example, for
an absolutely real number of factors we m = 6 have
M = 15. Then the required number of experiments N
should be on the order of 1000, which is hardly feasible
taking into account the requirements for the uniformity
of the processed data array. Thus, when solving the
mentioned practical problems, there is a clear
discrepancy between the number of available
experiments and the number of coefficients of the
regression equation to be evaluated [10]. This
discrepancy practically cannot be leveled by increasing
the number of experiments. The only real way to solve
the problem is to reduce the number of estimated
parameters [10-12].

Thus, the purpose of the study is to develop a
method for estimating the coefficients of the response
function containing all the influencing factors and their
interactions, in conditions of insufficient initial data.

© Raskin L., Karpenko V., Ivanchykhin Yu., Sokolov D., 2023
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Materials and Methods

Let's consider possible ways to achieve the
formulated goal.

A. Evaluation of correlations between the values of
the controlled parameters and the values of the indicator
that determines the effectiveness of the system. At the
same time, the corresponding correlation matrix is
calculated and the parameters that have little effect on the
main indicator are eliminated.

B. Assessment of the Level of Informativeness of the
Monitored Indicators. At the same time, the effectiveness
of the approach is determined by the level of differences
between the main probabilistic characteristics of these
indicators (for example, distribution densities) for different
states of the system. The numerical value of this level for
a specific indicator determines its informational value,
which makes it possible to eliminate insignificant
indicators. The main disadvantage of these approaches is
the difficulty of choosing and justifying the value of the
acceptable threshold.

C. Approximation of the desired function (1) by a
simpler function determined, in addition to factors, by
interactions whose order does not exceed the specified one.
Such a function, for example, for three factors, taking into
account only paired interactions, will have the form:

y(F) =ag+ a;F; + a,F, + azF; +
+a,,Fi F, + a;3F F;3 + a,3F,F;. 3)

Disadvantage is the difficulty of a priori justification
of the “threshold” of truncation in the formation of the
desired regression polynomial. A promising direction for
solving the formulated problem of reducing the
dimensionality of the problem is as follows. Let the F,,
... , By, results of N experiments be given for a set of factors,
that is, the matrix M and the vector Y are determined:

ﬁn F12 ﬁuv Y1
M=|Far Fz Fan |y = 2 ,
le sz FmN YN

where F"ij — the value of factor i in the j-m experiment,
i=12,m, j=12,-,N, y; — values of the main
indicator of the system efficiency in the j-m experiment.

-1,0,0 0,0,0 0,0,0 1,0,0
-1,-1,0 o,
0,-1,0 1,-1,0
1,01 0,0,-1 1,0,-1
1,-1,-.
0,-1,-1 1,-1,1
1,0,1 0,0,1 0,0,1 1,0,1
1,-1,1
0,-1,1 0-1 1,-1,1
-1,0,0 0,0,0 0,0,0 1,0,0
1-1.0 0,-1,0 0+1,0 1-1.0

The measured values of the monitored indicators are
displayed in the interval [-1,1] according to the formula:

A A

Fi =(2'£|j — Fij max _Fljmin)/(liljmax _'fijmin); 4

Fj min =mjin Fj:  Fijmax =m;?‘x':|j-

As a result of transformation (4), the values of the
monitored indicators will be in the range [-1,1], and all
measurements of
these indicators will
be displayed by a set
of points in the m--
dimensional  factor
F, space lying inside an
Pl m--dimensional

hypercube centered at

the origin, whose

3 edge is 2. This
hypercube consists of
2™ cubes with a side
equal to 1. For
example, for m=3, the
corresponding hypercube in space F,, F,, F5 has the form
shown in Fig. 1. This hypercube consists of 23 = 8 cubes
(Fig. 2). The cubes (Fig.2) that make up the original
hypercube (Fig. 1) are marked with the values of the
factors at the vertices in order to unambiguously
determine their position in the coordinate system
F,, F,, F5. Now, for each of the cubes, we independently
renumber the experiments that got into it. After that, the
problem of finding a hyperplane describing the state of
experiments inside this cube and determining the
dependence of the result of each experiment y(F)on the
values of factors in this experiment is solved for each
cube. This hyperplane is found by the least squares
method [13]. Let M be a matrix of factor values on the
set S of experiments in the selected cube and
(1, Y2, -, ¥s)be a set of measured parameter valuesy(t):

F3

-1,1,1 1,11

1,-1,1

-11,-1

1,1,-1

11,1 1,1,-1

Fig. 1. A three-dimensional
hypercube in space (Fy, F», F3)

Fi1 Fyp Fis 1
F. F. F. Y.
21 22 28 2
M, = Y =
le sz FmS Vs
1,1,0 0,1,0 0,1,0 1,1,0
1,0,0 0,0,0 1.0.0
0,0,0
1,11 0,1,-1 0,11 1,11
1,0,-1 0,0,-1 0,0,-1 1,01
111 0,11 0,1,1 1,11
-1,0, 0,0,1 0,0,1 101
0,1,0 0,1,0 1,1,0
0j0,0 1,0,0

Fig. 2. Set of cubes that make up a three-dimensional hypercube
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Introduce
v(F)=ay+ a.F; + ... + ayF, (5)
Then the problem boils down to finding a vector
that AT = (ag, ay, ..., a,,) Minimizes the least squares
functional
@A) = (M;A—Y)'(M;A-Y).
The desired vector A is determined by the ratio
A=MIM)MTY. (6)
Now, using (6), we calculate the values of the

approximating polynomial at the vertex of this cube by the
formula (5) and the variance of this value by the formula

Iy (Fg) = (MsTMs)_lo'zv (7

where o2 - variance of response functions values
evaluation at the points belonging to k-th cube. The
operation of calculating the values will be y(F) repeated
for the vertices of all the cubes of the hypercube. As a
result of these operations, a plan for a complete factorial
experiment (PEF) will be obtained.

Assuming a piecewise constant dependence of the
response function on time, we write the complete
regression equation (1) as follows:

y(F) = 0qy + a1F1 + ..+ amFm + alele +
v + Qg mFm-1Fn + oo + a0 mFiFs o Fy. (8)

If all interactions together with factors are
renumbered in order, then by introducing new variables,
we get an expression for response functions that looks like

y(@) = X b, N=2m, ©

The corresponding matrix H of the complete
factorial experiment is presented in Table 1.

Table 1 — Matrix H of a Complete Factorial Experiment

n/n Xo X1 X2 Xn y
0 + - - - Yo
1 + - - + y1
n + + + + Yn

The plan of a complete factorial experiment has the
following properties.

1. Symmetry with respect to the center of the
experiment

N .
Yo% =0 i=1n.

2. Fulfillment of the normalization condition
N 2 -m

o =2"

3. Orthogonality of the planning matrix columns

N 2" =iy;
X - Xiio =
ZI:O IJl ”2 {0, J]_ = |2

j=1n.

Using the matrix H of the full factorial experiment,
we define the vector B of the coefficients of the
polynomial (9) as follows.

Let's write the relation (9) in matrix form:

Y = XB.

The components of the unknown vector B will be
found by the least squares method, minimizing
J(B) =(XB-Y)"(XB -Y). (10)

To this end, we differentiate the given function by
vector B, after which we equate the resulting derivative
to zero and solve the corresponding equation.

To implement the vector differentiation operation,
we introduce an auxiliary function generated by (10):

J(B+ht) =[X(B+ht) —Y]T[X(B+ht)—Y] =
= [XB + Xht — Y]"[XB + Xht — Y] =
= [BTXT + H™X"t — YT][XB + Xht — Y] =
= BTXTXB + BTXTXht — BTXTY +
+h"XTXBt + h"XTXht? — WTXTYt —
—YTXB — YTXht + YTY.
Next, we will find
dJ (B +ht)
dt
—hTXTY —YTXh |;_o=BTX"™Xh+h"XTXB -h"XTY —YTXh.
Since KTXTXB and hT XTY are scalars, then
(W"XTXB)T = BTX"Xhand (h"XTY )T = YT Xh.

= BTX"Xh + h"XTXB + 2hTXTXht —
t=0

dJ(B+ht
Then d(B+ht) =2(BTXTX —YTX)h.
dt t=0
. dJ(B+ht)
Since ————=| =
dt t=0
_d)(Bht) d(Bht) _da(B)
d(B+ht) dt =0

then the desired derivative is %(? equal to the matrix

operator acting on h on the left in relation (11). At the
same time

dj(B)
———=2B"X"X-Y"X) =
4B ( )=0,
where from BTXTX = YTX or XTXB= X'Y
and B= (XTX)"1xTy. (12)

Now let's take into account that the columns of the
planning matrix are orthogonal and normalized. Then, since

1 .. 0
X = (XX, ..X,), XTX = 2" < 1 )

0 .. 1
L 0 xr v
1 1 XT Y
T -1 _ —
XTX) ! = 2—n<.(.). 1 1) B=— 1 )
Xy
then b=2 Yo XyYe i=01..,n (13)

Thus, for each vertex of the hypercube, using (13),
the corresponding value of the response function can be
calculated, as well as the variance of this value.

The resulting PFE plan can be used to calculate all
coefficients of the complete regression polynomial [14,
15]. However, the quality level of the resulting description
of the response functions is y(F) unpredictable. The
reason for this is the uncontrolled heterogeneity of the
results of response functions measurements in a real
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experimental study, resulting from an unpredictable
number of experiments in each of the cubes. Moreover,
some cubes may turn out to be empty at all (or contain an
insufficient number of experiments). The real possibility
of obtaining acceptable results in this promising direction
consists in choosing an orthogonal sub-plan from the
available complete plan that has the required
representation. In accordance with this, we set the task of
finding an orthogonal symmetric subplane of PFE
general plan satisfying the following requirements:

- total number of experiments used is the maximum,

- there are no empty cubes in the resulting subplane,
as well as cubes with an unacceptably small number of
experiments.

Let us proceed to the consideration of the method of
forming an orthogonal representative replica [14] of the
PFE plan. For clarity, we will present the technology of
solving the problem for the special case when the number
of factors m = 6. In this case, the PFE plan will have
26 = 64 lines. The resulting set of rows will be placed in
a three-dimensional cubic matrix (i,j,k) forming squares
of dimension 4x4 in each section of the matrix
(horizontal, vertical and frontal planes). In this case, we
will put a triple (i,j,k) in accordance with each element of
the matrix, where i is the row number, j is the column
number, k is the column number. Now, for each specific
experiment, it is easy to determine which of the cubes the
point corresponding to this measurement falls into. At the
same time, the total number of points included in the set
of cubes included in this plan can be chosen as a criterion
for the representativeness of a replication-like plan. The
analytical relation for the criterion is obtained as follows.
Let's introduce the indicator n,; = 1, if the result for j-th
dimension will fall into the k-th cube, and 0, otherwise.
Now, for a specific replication-like plan L, we define

MW =Yoo (14)

Next, the one that maximizes (14) is selected from
the set of plans. The natural cut has the form

ZjELnkj > m,k € L,

that is, in the selected plan L there should be no “empty”
cubes that do not contain a single dimension, as well as
cubes with an unacceptably small number of
experiments.

Itis also interesting to solve this problem by another
criterion. Significant differences in the number of
experimental points that fall into each of the cubes of the
hypercube lead to corresponding differences in the
variances of the values of the response functions at the
vertices of these cubes. The natural criterion for plan
quality, taking into account this circumstance, has the form

IR WD W o (16)

(15)

At the same time, a plan minimizing (16) and
satisfying (15) is selected from the set of orthogonal
replication-like plans of the PFE. The direction of further
research is the development of technology for the
formation of a representative orthogonal subplan of the
general plan of a complete factor experiment. We obtain
a formal model of the problem of choosing an orthogonal
representative replication-like plan as follows.

Let's introduce a set of indicators X;j =1, if
(i,j,k)-th element of the PFE plan is included in the sub-
plan sought, and 0, otherwise. The system of restrictions
for selecting the desired sub - plan has the form:

m 1. n 1. p I
i Xik =3 2 Xik =L 2 Xik =5 an

i=1m; j=1in; k=1p.

Any solution of the system of equations (17) defines
a plan in which the selected matrix elements are
{Cijx Jlocated one at atime in each of the one-dimensional
sections of the PFE plan. In this case, a set

{Xij} satisfying the constraints (15) and maximizing

L(X) =20 20 2y Xiik

defines a representative orthogonal subplan of the
general plan of the factor experiment. The resulting
problem (17), (18) has a special name - the triaxial
assignment problem and is solved by the method
developed in [16].

The orthogonality of the resulting subplan solution
allows using the relations (12), (13) to calculate the values
of all coefficients in the complete regression equation (8)
and to filter out weakly influencing factors and
interactions. The truncated regression polynomial formed
in this case makes it possible to assess the state of the
system in conditions of a small sample of initial data.

(18)

Conclusions

1. The analysis of methods for solving the problem
of assessing the state of objects operating in a changing
environment. It is established that a characteristic feature
of these problems is the phenomenon of a small sample
of initial data.

2. Possible models and methods for solving problems
of assessing the state of objects in these conditions are
considered. The most promising approach is reasonably
chosen - the construction of a truncated regression equation
linking the wvalues of influencing factors and their
interactions, on the one hand, and the value of the indicator
of the object functioning effectiveness, on the other.

3. Method for constructing a truncated regression
equation based on artificial orthogonalization of a
passive experiment with the subsequent solution of a
triaxial boolean assignment problem has been developed.
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JliarHocTHKa CTaHy CHCTeM B YMOBaX MaJioi BUOIPKHM BHXIIHHX JaHHX
JI. T. Packin, B. B. Kapmienko, 1O. B. Isanuuxin, /. 1. Cokonos

AHoTanisi. O0'eKT MOCITIZKEHHST - OLIIHKA CTaHy CHCTEM B YMOBaxX Mayioi BUOIPKH BHXiTHHX JaHHX. AKTyaJbHICTh
mpobieMu moisirae B TakoMy. (DYHKIIOHYBaHHS 3HAYHOI KUTBKOCTI pealbHHX OO'€KTIB BiIOYyBae€ThCI B yMOBax IIOTAHO
MIPOTHO30BAHOT 3MiHM 3HaYCHBb (HaKTOPiB 30BHIIIHBOTO CEPEOBUINA, IO BILIMBAIOTH Ha €PEKTHBHICTH cucTeMu. HeomHOpiAHICT
pe3yIbTaTiB eKCIEPUMEHTAIBHOTO JOCIIKEHHST 00'€KTIB 1 CepeloBUINa IXHBOTO (DYHKIIOHYBaHHS, [0 BHHUKAE TPH LOMY,
MIPHU3BOAUTH IO CKOPOUEHHS 00csaTy BHOipKH. [Ipy 1IboMy cTaHIapTHI BUMOTH IIIOJIO BiAMOBITHOCTI YHCIIa €KCIIEPUMEHTIB 1 Yuca
KoeilieHTIB PIBHSHHS perpecii, 10 BU3HAYAa€ CTaH CUCTEMHU, HE BUKOHYIOTHCS. MeTa JOCIiKeHHsI — PO3POOHMTH METOAU
OLIIHIOBAaHHSI CTaHy CHCTEM, IO (YHKIIOHYIOTb Y CEpEelOBHII, 1[0 3MIHIOEThCS, B YMOBaX Majoi BHOIPKHM BHXiJHUX JaHHUX.
3aBnanusi, po3B'sI3yBaHi I JOCATHEHHS METH: Iepllie — EKBIBaJCHTHE MEPETBOPEHHS MHOXKHHH CIIOCTEPEIKYBAHUX BHXiJHHX
JaHUX, 10 GOPMYIOTh Y CYKYITHOCTI MTaCMBHHH SKCIIEPHMEHT, Ha aKTHBHHUH EKCIIEPUMEHT, SIKOMY BiJIIOBiJa€ OpPTOrOHANbHUI
IUIaH; Jpyre - moOyAoBa YCiYEHOro OPTOTOHAJIBHOTO MOKAa3HOTO MilIUIaHy 3arajbHOr0 OPTOTOHAIBHOTO IUIAHY, OTPHMAHOTO
BHACIIIIOK PO3B'sI3aHHS IEPIIOTro 3aBAaHHA. MeTOoAM MOCJiKEHHS: CTATUCTHYHI METOIH ONpAIIOBAHHS CKCIICPHMEHTAIBHUX
JaHUX, perpeciiHMil aHami3, MeToJ pO3B'A3aHHSA TpHakcianebHOi OyneBoi 3amadi mpusHadeHHA. OTpuMaHi pe3yJbTaTH:
OPTOTOHATIBHUI MPEACTaBHULIBKHHN Mi/IIaH TOBHOTO (JaKTOPHOTO EKCIIEPUMEHTY, SIKHH (POPMYIOTh, JA€ MOKIIMBICTh PO3PAXyHKY
yCI4eHOTO pIBHSHHS perpecii, IO MICTHTh yCi BIUIMBOBI (DakTOpH Ta iXHi B3aeMomii. AHami3 KOe(iIi€HTIB IIbOTO pPiBHSIHHS
BIZIOMHMH METOJIaMH JIa€ 3MOTY Bi/ICIKTH MaJIO3HAUYIIli OT0 eJIeMEHTH.

KawuoBi caoBa: oninka crany 00'ekTiB; Maja BHOipKa BUXIIHUX JaHHX; ycideHe IpeCTaBHUIBKE PiBHSIHHS perpecii.
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METHOD OF ASSESSING THE STATE OF HIERARCHICAL OBJECTS
BASED ON BIO-INSPIRED ALGORITHMS

Annotation. Relevance. Nowadays, no state in the world is able to work on the creation and implementation of
artificial intelligence in isolation from others. Artificial intelligence technologies are actively used to solve both general and
highly specialized tasks in various spheres of society. In the process of assessing (identifying) the state of complex and
objects of analysis and management, there is a high degree of a priori uncertainty regarding their state and a small amount
of initial data describing them. At the same time, despite the huge amount of information, the degree of non-linearity,
illogicality and noisy data is increasing. That is why the issue of improving the efficiency of assessing the condition of
complex and objects is an important and urgent issue. The object of research is the objects of analysis. The subject of the
research is the identification and forecasting of the analysis objects state with the help of bio-inspired algorithms. In the
research, the evaluation and forecasting method was developed using fuzzy cognitive maps and the genetic algorithm. The
novelty of the proposed method consists in: taking into account the degree of uncertainty about the object state while
calculating the correction factor; adding a correction factor for data noise as a result of distortion of information about the
object state; reduction of computing costs while assessing the objects state; creation of a multi-level and interconnected
description of hierarchical objects; adjusting the description of the object as a result of changing its current state using a
genetic algorithm; the possibility of performing calculations with the original data, which are different in nature and units
of measurement. It is advisable to implement the mentioned method in specialized software, which is used to analyze the

state of complex technical systems and make decisions.

Keywords: objects of analysis; bio-inspired algorithms; complex technical systems; fuzzy cognitive maps; uncertainty.

Introduction

Nowadays, no state in the world is able to work on
the creation and implementation of artificial intelligence
(Al) in isolation from others. The NATO Strategy on
artificial intelligence, adopted in October 2021 with the
aim of accelerating the implementation of Al, interprets
Al as an opportunity to achieve technological
superiority, but at the same time as a source of threats,
and sets the following aims:

acceleration and active
implementation;

protection and monitoring of Al technologies and
innovative capabilities, taking into account security
policy considerations, such as the practical application
of the principles of responsible use;

detection and protection against threats
malicious use of Al.

Al has become widely used in solving various
tasks in [1-3]:

ecology and agriculture;

telecommunication industry,
energy industry;

medicine, scientific activity and education;

sphere of security and defense of Ukraine, etc.

Al is used to increase the efficiency of data
processing, processing of large data sets and decision
making support [3-5].

At the same time, despite the huge amount of
information, the degree of non-linearity, illogicality and
noisy data is increasing.

promotion of Al

of

production and

Crisis phenomena, the current political and
economic situation in the world cause global changes in
all spheres of human activity, which significantly
complicates the forecasting of time series based only on
historical data.

In the development and future changes of time
series, there is a reflexivity between events, their
participants and the actually predicted process (time
series), between the researcher and the researched
process [2].

The theory of reflexivity in the economic world
suggests that the situation that has arisen affects the
behavior of the process participants themselves, their
thinking and behavior affect the development of the
situation in which they are participants [3].

It is clear that using only one time series
forecasting tool, no matter how powerful it is, it is
impossible to reflect and take into account the situation
and events that affect the researched process, since the
neural network works with historical data. A practical
way out of the situation is the development of such
methods that could operate both with cause-and-effect
relationships between events, the predicted process and
with the numerical values of the time series and its
historical data.

Therefore, it is advisable to develop a hybrid
forecasting system capable of handling both qualitative
and quantitative data.

Analysis of changes in the forms and methods of
armed conflicts in recent decades [1-5] and trends in the
development of information systems of various
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functional purposes [6-10] convincingly indicate the
need to change approaches to:

collecting information from various sources;

analysis of various data types;

information presentation forms;

order of storage and access to various data types;

integration of disparate sources of information into
a single information space.

Taking into account the above, the aim of this
research is to develop a method of assessment and
forecasting using fuzzy cognitive maps.

Presentation of the main material

The method of assessment and forecasting using
fuzzy cognitive maps consists of the following
interrelated procedures.

1. Entering initial data about the object state.

2. Initialization of the initial object state model.

3. Introduction of correction coefficients for noise
and a priori uncertainty about the object state using
expressions [2].

As a rule, due to the lack of a priori information
about the coefficients and the order of the differential
equation, the use of the binary representation of the
optimization variables becomes difficult and ineffective
in the sense of finding a solution. However, when there
is information about the degree of data noise and the
degree of uncertainty about the object state, it becomes
possible to increase the accuracy of constructing fuzzy
cognitive maps.

4. A construction of a fuzzy cognitive map of the
object state.

According to the accepted transition from a vector
(an individual) to a differential equation, the vector,
taking into account the peculiarities of the chosen
presentation of the solution, contains information about
the order, structure and coefficients of the differential
equation, which must be taken into account to improve
the operation of the algorithm [11-15].

In order to build a cognitive map that reflects the
dynamic properties of the situation, it is necessary to
determine the scale of factor values and their increase.

To construct a factor scale, a set of linguistic
values of the factor is defined and structured. While
determining the linguistic values, the absolute values of
the factor are used, not its evaluations of the type
"large", "medium", "small".

With this definition of the linguistic values of the
situation factors, an objective standard of its meaning is
set — a reference point. The assignment of an objective
benchmark of the value of the factor facilitates the work
of experts regarding the influence of factors and reduces
expert errors.

The task of the forecast is reduced to the
maxtriangular composition of the matrix of weights and
the vector of initial increases of features.

This algorithm works for positive definite
matrices, while in this case the elements of the
adjacency matrix and increment vectors can take on
negative and positive values.

The following adjacency matrix transformation
rule is used

W = |Wijsl|n><n

with positive and negative elements to a positive
definite dual matrix W = |wi’jsl|2n><2n :

if (Wij5|)>0 , then
Wizj_1)5(2|71) = Wij S|,Wi' (2] )S(2| ) = WijSI ; (1)
if (Wij5|)<0 , then

W\i(zj)5(2|) =

Z—WijSI,Wi'(zj)S(ZI—I)Z—Wij sl. (2)

The initial vector of increments P(t) and the vector
of predictive values of features P(t +1) in this case
should have a dimension of 2n. The rule for obtaining
the initial growth vector P'(t) of dimension 2n from the
initial vector P(t) of dimension n is the following:

if pjj (t)>0, then

P (25 -1)(O) =Py ()R (25) (D=0 @
if p;j(t)<0,then

pi(25)(0)=py (1) pi (25 -1)(D)=0. @
In vector
P'(t) = (Puu— P11+ - Pom— Pom +)

the value of the attribute fij characterizes two elements:
the element with the index 2; characterizes the positive
pij + and with an index 2j-1 - negative; Pjj

increase of the fj; .

Then the double vector of increments P’(t+ 1)
for a positive definite matrix W' is determined using the
following equation:

P'(t+1) =P'(t)w’, (5)

where to calculate the element of the vector P'(t+1),
we use the rule:
pij(t+1) = mszilx(p’sl(t) *wjjsl) , (6)

Elements of vectors of increments of feature
values obtained at successive moments of time

P'(t+1),..,P'(t+n), after transposition they are
presented in the form of a block matrix:

R =|P'(t+ )T...P'(t+n)T|. @

The rows of this matrix are the value of the
increase of one feature at successive time points, the
columns are the values of the increase of all the features
at the time point corresponding to the selected column.
Matrix P, is called the growth matrix and is used during

the operation of algorithms for explaining forecasts of
the development of the situation [16—18].
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5. Forecasting the dynamics of changes in the
object state
Given a set of factors of the situation

F= {fj},jz L..m Zj= {ij}

is the ordered set of linguistic values of the i-th factor,
k is the number of the linguistic value and the scales of
all X; factors are determined.

The cognitive map (F, W)is determined expertly,
where F is a set of vertices — factors of the situation,

W = |wij| is the adjacency matrix and the initial state of

the situation as a vector of values of all factors of the
situation:

X (0) = (Xlo, ...,Xmo) .
The initial vector of the increase in the factors of
the situation P(t)=(py, ..., py) is defined.

It is necessary to find the state vectors of the
situation X (t), X (t+ 1), ...,X(t+n) and vectors of

increasing the state of the situation
P(t),P(t+1),...,P(t+n) at successive discrete points

intime t,t+1,...,t+n, where t is the number of the step

(clock) of the simulation.
The forecast of the development of the situation is
determined using the matrix equation:

P(t+1)=P(t)wW,
where (o) is the max-product rule:
Pi (t"'l):m?x(pj Ow;j ).
Vector element of the forecast of the development
of the situation p;(t+1)eP(t+1) represented by a
couple: (p; (t+1),¢(t+ 1)> where p;(t+ 1) is the
value of the increase factor, ¢; (t+ 1) is the consonance

of the factor value. Cognitive consonance about the
factor value is used to characterize the subject's

confidence in the results of the simulation. At ¢; (t)~1
confidence of the subject in increasing the factor p; (t)
is maximum, and at ¢; (t) ~ 0 is minimal

The state of the situation at successive moments of
time will be determined by the pair:

(X (t+1),C(t+ 1)),

where X (t+ 1) =X(t) +P(t+ 1) is the vector of
the state of the situation (an element of this vector
Xi (t+ 1) =x(t) +p;(t+1), cognitive consonance of
meaning ¢; (t+1) e C(t+1).

A plausible forecast of the development of the
situation in this case will be determined by a pair

(X (m).c(m),

where X (m)= (% (m), ...,xn(m)) is a vector of the

situation factors values at the moment t=m; C(m)=

=(cg(m),....cy (m)) is the consonance vector of the

values of the factors of the situation at the moment t = m.

6. Learning a fuzzy cognitive map using a genetic
algorithm

We suppose there is a set of 3N lines of historical
data (further — training material) about the state of
concepts in the system. From the point of view of the
task of forecasting based on concept increments,
concept increments from the i-th iteration to k(i+1)
iterations constitute the initial vector of increments. In
this case, the fuzzy cognitive map should show that with
a similar initial increment vector, the values of the
concepts will change in such a way that the results of
their increase will lead to the values at (i+2) iterations.

Let Ai(t) be the value of the concept at time t. From
the specification of the training material given above,
we will consider the three lines: Ai(t), Ai(t + 1), Ai(t + 2).

Let's define
_ALD-AWD  Al2)-A
' Al Alt)

x are the initial increment vectors, y are the resulting
increase vectors.

A genetic algorithm is proposed to solve the
learning task. A one-dimensional array of values is
distinguished as a chromosome, in which a two-
dimensional array of weights of a fuzzy cognitive map
is laid out. Each value in this array is called a gene. Let's
define the main steps of the algorithm:

1. For all non-zero weight values of the original
map, a new non-zero weight value set by a small
random is determined. The initial non-zero weight
values are determined by the expert (the non-zero value
can be any, its only purpose is to indicate that, in the
opinion of the expert, there is a causal relationship
between the two selected concepts).

2. Step 1 is repeated Population Size times.
Therefore, the initial population of random solutions is
formed.

3. A fitness function is determined for each
chromosome (the type of fitness function is described
below).

4. The pool of parents is determined by the
"roulette” method.

5. "Elite individuals" are added to the pool of
parents. Elite individuals in genetic algorithms mean
individuals that showed the best value of the fitness
function in the last several generations (one individual
per generation).

6. Chromosomes that have entered the pool of parents
cross over. Crossing of chromosomes A and B occurs as
follows. The crossing limit is randomly determined. We
denote the A+ part of chromosome A, which consists of
genes located starting from I, and A, is the part of the
chromosome that is located before 1. Then, in the result of
crossing will be two chromosomes: A B+ and BiAj+. The
probability of crossing is determined in advance. If
crossover does not occur, both parental chromosomes pass
unchanged into the offspring population.
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7. A new population is formed from the offspring
obtained in step 6 (its size exactly matches the size of
the population at the previous stage of the algorithm).

8. Mutations occur in the offspring population. In
mutation, a random gene is selected and replaced with a
new random value. The probability of mutation is
predetermined. If there is no mutation, the chromosome
is transformed into the next iteration of the algorithm
unchanged.

9. The following generation parameters are
determined: an elite individual (an individual with the
best value of the adaptability degree) to preserve its
gene pool; the average value of the fitness of the
population  (only relevant for evaluating the
convergence of the algorithm); the value of adaptation
of an elite individual.

10 If the fitness value of the elite individual is
greater than the predetermined maximum fitness value,
the algorithm stops and the selected chromosome is
decomposed into the adjacency matrix of the fuzzy
cognitive map (training is considered complete).
Otherwise, the transition to step 3 takes place.

The conclusion from the article

1. In the research, the method of assessment and
forecasting was developed using fuzzy cognitive maps.

2. The novelty of the proposed method consists in:

taking into account while calculating the
correction factor for the degree of uncertainty about the
object state;

adding a correction factor for data noise as a result
of distortion of information about the object state;

the reduction of computing costs while assessing
the object state;

the creation of a multi-level and interconnected
description of hierarchical objects;

adjusting the description of the object as a result
of changing its current state using a genetic algorithm;

the possibility of carrying out calculations with
initial data that are different in nature and units of
measurement.

3. It is advisable to implement the specified
method in specialized software, which is used to
analyze the state of complex technical systems and

9.

The end. make management decisions.
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MeTonuka OUiHKM CTaHy iepapXiyHHX 00’ €KTiB
Ha OCHOBI OioiHcHipoBaHUX aJropuTMiB

A. B. Inmanekuit, T. O. Cracwok, O. b. Onapymienko, K. C. bepezanceka, I'. B.[lem’ ssHeHKO

AHoTanisi. AktyaabHicTh. Ha chorosni jxo/1Ha iepkaBa y CBIiTi HE CIPOMOXKHA 130JIbOBAHO BiJ| HIINX MpaIIOBaTH HaJl
CTBOPEHHSIM 1 BIPOBA/DKEHHSM IITYYHOTO iHTENeKTy. TeXHONoril IITyYHOro iHTENeKTy AaKTHBHO 3aCTOCOBYIOTHCS IS
BUPILICHHS SIK 3arallbHUX Ta BY3bKOCIEIia30BaHUX 3aBJaHb B PI3HHUX Taiy3sX MisUIHOCTI CYCHiJbCTBa. B mpoiieci oriHIOBaHHS
(inenTHikanii) cTaHy CKJIaTHUX Ta 00’ €KTIB aHaJi3y Ta YIPaBIiHHS € BUCOKUI CTYMIHB anpiopHOT HEBU3HAYEHOCTI CTOCOBHO 1X
CTaHy Ta MallMii O0OCAT BUXITHHX IaHUX, IO iX OMHCYIOTh. Pa3oM 3 THM, He3Ba)XalOUW Ha BENMYE3HY KUIBKICTH iH(pOpMAIii,
3pOCTa€ CTYMiHb HENIHIHHOCTI, HENOTIYHOCTI Ta 3amIymMieHOCTi AaHuX. Came TOMy NHTAaHHS MiJBUIIEHHS ONEPaTUBHOCTI
OIIHIOBAaHHS CTaHY CKJIaJHHUX Ta 00 €KTIB € BaXKJIMBUM Ta aKTyalbHUM NHUTaHHAM. O0’€KTOM IOCTII:KeHHS € 00 €KTH aHaIi3y.
[peamerom nociaimkeHHs1 € iIeHTU(]IKAMis Ta MPOTHO3YBaHHS CTaHy 00 €KTiB aHaJi3y 3a JIOMOMOTOK Oi0iHCHIpOBaHMX
anropuTMiB. B mocmifkeHHI NpoOBeJeHO pO3poOKYy METOJMKH OLIHKM Ta IPOTHO3YBaHHS 3 BHKOPHCTAHHAM HEUITKHX
KOTHITHBHUX KapT Ta T€HETHYHOTO aJrOPUTMY, IO BHKOPUCTOBYETHCs . HOBHM3HA 3ampomoHOBaHOi METOAMKH IOJISITac y:
BpaxyBaHHI IIPU pO3paxyHKax KOPEryBaJbHOrO Koe(illieHTy Ha CTyMiHb HEBHU3HA4YEHOCTI MpPO CTaH 00’€KTy; JOAaBaHHSI
KOPETryBaJIbHOTO KOe(illieHTy Ha 3aUlyMJICHICTh JaHUX B pe3yJbTaTi BUKPHUBIEHHs iH(opMalliil mpo craH 00’€KTy; 3MEHIICHH]
00YHCITIOBAIBHUX BHUTPAT TPH OILIHIOBAaHHS CTaHy OO0’ €KTIB; CTBOPEHHs OaraTOpiBHEBOTO Ta B3a€MOIIOB’S3aHOTO OIUCY
iepapxiyHUX 00’€KTiB; KOpPETYBaHHI OIMUCY 00 ’€KTYy B Pe3yJbTaTi 3MIHM HOTO MOTOYHOTO CTAaHY 3a JOMOMOTOK T€HETHYIHOTO
ITOPUTMY; MOJIMBOCTI TPOBEJCHHS DPO3PAaXyHKIB 3 BHXIJHUMH JaHHUMH, LI0 € pi3HI 3a TPHUPOJOI0 Ta OAMHUIIMH
BUMIPIOBAaHHS. 3a3HaueHy METOAMKY JOLUIPHO peali3yBaTH Yy CIeNialli30oBaHOMY HpOrpaMHOMY 3a0e3leueHHi, sKe
BUKOPHUCTOBYETBCS ISl aHAJI3y CTaHy CKJIaJHMX TEXHIYHMX CHCTEM Ta NPHUHATTI PillleHb.

KawuoBi caoBa: 00’ekrn aHami3y; 0i0iHCIIPOBaHI alTOPUTMH; CKIIAHI TEXHIYHI CHCTEMH, HEYiTKI KOTHITHBHI KapTH;
HEBU3HAYCHICTE.
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EFFICIENCY OF SUPPLEMENTARY OUTPUTS
IN SIAMESE NEURAL NETWORKS

Abstract. In the world of image analysis, effectively handling large image datasets is a complex challenge that requires
using deep neural networks. Siamese neural networks, known for their twin-like structure, offer an effective solution to image
comparison tasks, especially when data volume is limited. This research explores the possibility of enhancing these models
by adding supplementary outputs that improve classification and help find specific data features. The article shows the results
of two experiments using the Fashion MNIST and PlantVillage datasets, incorporating additional classification, regression,
and combined output strategies with various weight loss configurations. The results from the experiments show that for
simpler datasets, the introduction of supplementary outputs leads to a decrease in model accuracy. Conversely, for more
complex datasets, optimal accuracy was achieved through the simultaneous integration of regression and classification
supplementary outputs. It should be noted that the observed increase in accuracy is relatively marginal and does not guarantee

a substantial impact on the overall accuracy of the model.

Keywords: computer vision; neural networks; Siamese neural networks; image recognition.

Introduction

The realm of image processing is confronted with
the challenge of managing high-dimensional data,
necessitating the construction of neural networks
characterized by profound architectures for optimal
efficiency.

Yet, the efficacy of deep neural networks depends
on access to huge datasets [1]. Addressing this
conundrum, Siamese neural networks emerge as a partial
remedy, offering a solution to the data scarcity issue
inherent in the deployment of intricate neural
architectures.

Siamese neural networks constructed as paired
twins within a shared architecture, these networks excel
in capturing intricate data representations and discerning
nuanced dissimilarities, rendering them particularly
adept at tasks involving modest dataset sizes [2].

The architecture of Siamese neural networks
consists of a part with the encoding of input data and an
algorithm for their comparison [3].

After encoding the image into a multidimensional
model, it is possible to calculate the distance between
different encoded images [4].

The most common way of calculating the distance
between encoded data by the Siamese neural network is
the Euclidean distance [5], which is calculated by the
formula:

D (X1, Xz ) =1 Gy (X1) -Gy (X3)13,

where X; are input images, Gy is a transformation
function, in our case it is a neural network, Dy is the

distance between images.

This format of results requires a special function for
determining the error — contrastive loss. Contrastive loss
calculates the error in the received distance relative to the
expected one.

The error is calculated using the formula:

L(W.Y, Xy, X, ) =

1-Y

~L(Dw )’ + 5 (max(0,m- Dy )7,

where W are system parameters, Y is the expected
distance between images, m is the expected distance
between different images.

The architectural model simplifies image clustering
even with limited data, crucial for specialized domains;
however, accuracy drops can occur due to insufficient
domain knowledge and data. Without extra layers, the
neural network struggles to select vital domain-specific
features, but adding these layers can bolster hyperspace
robustness, emphasizing unique attributes. Fine-tuning
involves selecting a pre-trained model (preferably
domain-specific), freezing low-level abstraction layers,
and adding new layers suitable for the task before
training [7]; while this enhances outcomes, it doesn't
fully address feature and domain context placement
issues.

Problem statement. The primary objective of this
research paper is to improve the precision and
performance of models by strategically guiding their
attention toward supplementary features present within
comparison images. The existing problem stems from the
limitations of Siamese neural networks in effectively
utilizing supplementary information during training. To
address this issue, the research aims to design an
algorithm that enhances the training efficacy of Siamese
neural networks by introducing supplementary branches.
These supplementary branches will allow the model to
handle classification and regression challenges more
effectively. The research proposes the creation of variant
Siamese neural networks equipped with extra outputs
that specifically address both classification and
regression tasks. By incorporating these supplementary
branches and outputs, the research strives to achieve a
more comprehensive and accurate model capable of

© Melnychenko A., Zdor K., 2023
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leveraging a wider range of information for improved
performance across various tasks.

Proposed approach

To enhance the training outcomes of Siamese neural
networks, we suggest integrating supplementary outputs
for classification or attribute-specific searches. Drawing
inspiration from the GoogLeNet model, which employed
supplementary outputs for classification to address the
challenge of inadequate error propagation in expansive
models [8].

Consequently, we aimed to evaluate the efficacy of
incorporating these supplementary outputs for attribute
computation in Siamese neural networks.

To produce these results, specific data alterations
are required to capture more overarching traits.
Consequently, the added outputs also undertake the role
of contrasting broader features or classification tasks.
This method demands extensive time for data
investigation, feature identification, and crafting intricate
datasets to train the model on multiple tasks
simultaneously. Through this training, the model is
compelled to identify essential features for additional

issues at a more basic level, enhancing its accuracy and
generalization capacities.

Concurrently, it's vital to monitor the weight
distribution across the model's outputs to ensure
supplementary branches don't disrupt the primary
training.

Experiment 1.
Training Siamese neural network with
supplementary classification output, using
varying loss weights on fashion MNIST dataset

For our initial experiment, we decided to utilize a
traditional dataset, comparing the foundational
architecture against its modified version enhanced with
extra outputs. We chose the Fashion MNIST dataset [9]
because it is a widely used benchmark in the field of
computer vision, serving as a modern alternative to the
traditional handwritten  digit recognition dataset
(MNIST).

Comprising 70,000 grayscale images spanning 10
different clothing categories, such as T-shirts, trousers,
and dresses, the dataset offers a diverse array of fashion
items for classification tasks as shown in Fig. 1.

T_shirt ' . ‘- y . ' ' o ' I.
Trouser “ n “ u " " I n “I n
Pullover n ﬂ . . ;.'\ . & l -’ .
Dress ! . ! ' ! ' { l ] 3
Coat || A . & M ﬂ pl ﬂ . .
Sandal - AL e - = LY. ‘Q a2 x -
s« B % @ A0 A A A A
Sneaker i i i M o i O . o
2 Mol e w W w e s
Akeboot Ml i o M & M a4 B & 4
Fig. 1. Example of Fashion MNIST dataset samples
Algorithm 1. Compare training results for a Step 6. Train  Siamese neural network with

Siamese  neural network  with
classification output.
Input:
- Fashion Mnist dataset.
Output:
- Trained Siamese neural network
- Trained Siamese neural networks with
supplementary classification output, using varying loss
weights.
Procedure:
Step 1. Load the dataset and generate pairs for the
Siamese neural network.
Step 2. Calculate supplementary outputs.
Step 3. Split dataset to training, validation, and test
samples.
Step 4. Transform and augment training samples.

Step 5. Train Siamese neural network

supplementary

supplementary classification output, using varying loss
weights.

For the experiments, two rudimentary Siamese
neural networks were developed. The initial model
followed a traditional architecture, calculating the
distance between encoded images.

Conversely, the second model incorporated an
added output featuring a classifier at its termination as
shown in Fig. 2. Both architectures utilized identical
layers, a contrastive loss computation function used for
the base output, and RMSProp was selected as the
optimizer [10]. Based on experimental evaluations, 100
epochs were considered sufficient for the model to
achieve its optimal performance.

Initial comparisons indicated that the standalone
Siamese neural network outperformed in terms of faster
convergence and achieving an accuracy rate of 92.3%.
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Consequently, adjustments were made by
incorporating weights into the model's
error computation functions. Subsequent
tests, using weight multipliers of 0.5, 0.2,
and 0.1 for the supplementary output
(Table 1), revealed that reduced error
function weights produced superior
outcomes [11].

Table 1 — Comparison of training
results with auxiliary
classification task

Experiment 2. _
Training Siamese neural network
with supplementary outputs, T
using varying loss weights
on plantvillage dataset

For the subsequent experiment,
we decided to use a more intricate and
challenging dataset for our forthcoming
investigation. This decision stems from
the imperative to enhance the depth and
robustness of our study's outcomes, so
we utilized a subset of the PlantVillage
dataset [12]. This dataset comprises
approximately 20,000 images spread
across 15 recognition classes as shown
in Fig. 3. To identify extra features, the
dataset was segmented into
hypothetical groups. The first group
categorizes the plant type, resulting in
three distinct classes: "Pepper," "Potato," and "Tomato."
Another classification was based on the health status of
the plants — either healthy or diseased. Consequently, we
were able to generate supplementary outputs for
classifying plant types and a regression output indicating
the plant's health status.

The first algorithm was modified and additional steps
were added to enhance its capabilities. Specifically, in
Step 2, supplementary outputs were calculated for the
classification task based on the leaf type, and in Step 3,
supplementary outputs were calculated for the regression
task based on the health status of the leaf. These additional
steps were aimed at providing more comprehensive
information and guidance to the Siamese neural network
during training, enabling it to better distinguish specific
properties, e.g. leaf types and leaf health.

The ResNet50V2 model was selected due to its
prior training on the extensive Imagenet dataset,
encompassing millions of categorized images. This
pretraining bestows the model with robust generalization

Input 1

Auxilary
classification
task

Additional output

Categoracal
crossentropy
Main siamese \
network output ‘T‘

Contrastive loss Classification output

Additional outputs Accuracy
No additional outputs 92.3% Concatenate
Classification, 0 %,_
loss weights 100% 90,08%
Classification, N shared [ )
loss weights 50% 90,93% High level (ﬂght_S,{ High level
Classification, 91 7504 \ features ) | features )
loss weights 20% 970 ' T ' —T%
Classification, o ~ . )
0ss weights 10% 92,07%

shared ;
‘ ResNet50V2 }«ﬂgm—ﬁp ResNet50V2

W

Input 2

Fig. 2. Siamese neural network architecture
with supplementary classification branch

Fig. 3. Example of PlantVillage dataset samples

capabilities and a broad spectrum of visual feature
extraction. Additionally, the model stands out for its
rapid execution and minimal resource requirements [13].

Subsequent layers were incorporated to interpret
features derived from ResNet50V2, forming a vector for
a Siamese neural network. These vectors were then
directed to an Euclidean distance computation function,
with contrastive loss employed for error determination.
The model's training converged in a 96.54% accuracy
rate.

Progressing further, we applied supplementary
outputs, with the first supplementary output designed for
regression aiming to guide the model's focus toward leaf
conditions. A subsequent model iteration incorporated a
classifier as an extra output, targeting the model's
attention to letter categorizations.

In the final iteration, a dual-output model was
crafted, amalgamating both regression and classifier
recognition functionalities from the prior experiments as
shown in Fig. 4.
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Fig. 4. Siamese neural network architecture with supplementary classification and regression branches

During the model training, various distributions of
error function weights for supplementary branches were
explored. Initially, the model utilized a uniform weight
distribution, followed by adjustments where the
additional outputs influenced the training outcomes by
50%, 20%, and 10% compared to the error function
weights for the contrastive loss output. The refined
Siamese neural network model reports an accuracy of
96.54%.

Following the training, it was observed that the
supplementary branches had minimal impact on the
model's accuracy, with a mean decrease of 1.11%.

Notably, the most commendable performance came
from the model with two extra outputs, where their
weight influence on the error function was at 50%.

However, the accuracy only rose by 0.72%, which
might be attributed to a statistical anomaly. This
presumption of statistical error is reinforced by the results
from models with two extra outputs but with error
function weights of 20% and 10% - these models
exhibited accuracy variations of -0.34% and +0.36%,
compared to the singular output model (Table 2). Such
patterns indicate that, contrary to aiding the main model
in honing in on distinct features, the extra branches
seemingly degrade the training outcomes.

Conclusions

The paper investigates the potential advantages of
enhancing Siamese neural networks with supplementary

Table 2 — Comparison of training results with different
setups of supplementary tasks

Additional outputs Accuracy
No additional outputs 96.54%
Classification and regression, loss weights 100% | 95,19%
Classification and regression, loss weights 50% 97,26%
Classification and regression, loss weights 20% | 96,20%
Classification and regression, loss weights 10% 96,90%
Classification, loss weights 100% 91,00%
Classification, loss weights 50% 94,35%
Classification, loss weights 20% 95,43%
Classification, loss weights 10% 96,24%
Regression, loss weights 100% 93,92%
Regression, loss weights 50% 94,62%
Regression, loss weights 20% 96,61%
Regression, loss weights 10% 96,60%

outputs, drawing inspiration from the GoogLeNet model.
Two primary datasets were employed: Fashion MNIST
and a subset of the PlantVillage dataset.

The Siamese network's foundational architecture
was juxtaposed against modified versions, including
additional outputs targeting classification, regression, or
both.

Experiments utilized the ResNet50V2 model for its
efficiency and generalization capabilities, with results
suggesting that while the supplementary outputs
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marginally influenced accuracy, the added complexity
didn't always translate to superior performance. Notably,
the model with dual outputs, where error function
weights of the supplementary branches were set at 50%,

yielded the most promising results. However, the overall
impact of additional outputs on accuracy was
inconsistent, highlighting the need for further exploration
into their optimal integration.

REFERENCES

1. Lim, E.A., Wei, T. and Kadri, J.A. (2019), “A new formula to determine the optimal dataset size for training neural networks”,
ARPN  Journal  of Engineering and  Applied Sciences, wvol. 14, pp. 52-61, available at:
http://www.arpnjournals.org/jeas/research_papers/rp_2019/jeas 0119_7525.pdf.

2. Hunt, B., Kwan, E., Dosdall, D., MacLeod R.S. and Ranjan, R. (2021), “Siamese Neural Networks for Small Dataset
Classification of Electrograms”, 2021 Computing in Cardiology (CinC), pp. 1-4, doi: 10.23919/CinC53138.2021.9662707.

3. Wiggers, K.L., Britto, A.S., Heutte, L., Koerich, A.L. and Oliveira, L.S. (2019), “Image Retrieval and Pattern Spotting using
Siamese Neural Network”, 2019 Int. Joint Conf. on NNw, pp. 1-10, doi: https://doi.org/10.1109/1JCNN.2019.8852197

4. Guillerme, T., Puttick, M.N., Marcy, A.E. and Weisbecker, V. (2020), “Shifting spaces: Which disparity or dissimilarity
measurement best summarize occupancy in multidimensional spaces?”, Ecology and Evolution, vol. 10, pp.7761-7775, doi:
https://doi.org/10.1002/ece3.6452.

5. lvan, Dokmanic, Reza, Parhizkar, Juri, Ranieri and Martin, Vetterli (2015), “Euclidean Distance Matrices: Essential Theory,
Algorithms and Applications”, IEEE Signal Processing Magazine, vol. 32, no. 6, pp. 12-30, doi: 10.1109/MSP.2015.2398954.

6. Malialisa, K., Panayiotoua, C.G. and Polycarpou, M.M. (2020), “Data-efficient Online Classification with Siamese Networks
and Active Learning”, Int. Joint Conf. on Neural Networks (IJCNN), pp.1-7, doi: https://doi.org/10.48550/arXiv.2010.01659.

7. Lialin, V., Deshpande, V. and Rumshisky, A. (2023), “Scaling Down to Scale Up: A Guide to Parameter-Efficient Fine-
Tuning”, arXiv preprint arXiv:2303.15647, pp.5-12, available at: https://arxiv.org/abs/2303.15647.

8. Szegedy, C., Liu, W.,, Jia, Ya., Sermanet, P., Reed, S., Anguelov, D., Erhan, D., Vanhoucke, V. and Rabinovich, A. (2014),
“Going Deeper with Convolutions”, 2015 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pp. 1-9,
doi: https://doi.org/10.1109/CVPR.2015.7298594.

9. Han, Xiao, Kashif, Rasul and Roland, Vollgraf (2017), “Fashion-MNIST: a Novel Image Dataset for Benchmarking Machine
Learning Algorithms”, arXiv arXiv:1708.07747, pp. 2-3, available at: https://arxiv.org/abs/1708.07747.

10. De, S., Mukherjee, A. and Ullah, E. (2018), “Convergence guarantees for RMSProp and ADAM in non-convex optimization and
an empirical comparison to Nesterov acceleration”, arXiv:1807.06766, pp. 5-10, available at: https://arxiv.org/abs/1807.06766.

11. Groenendijk, R., Karaoglu, S., Gevers, T. and Mensink, T. (2020), “Multi-Loss Weighting with Coefficient of Variations”,
2021 IEEE Winter Conf. on Appl. of Comp. Vision, pp. 1468-1477, doi: https://doi.org/10.1109/WACV48630.2021.00151.

12. Singh, D., Jain, N., Jain, P., Kayal, P., Kumawat, S. and Batra, N. (2019), “PlantDoc: A Dataset for Visual Plant Disease
Detection”, Association for Computing Machinery, pp. 249-253, doi: https://doi.org/10.1145/3371158.3371196.

13. Kaiming, He, Xiangyu, Zhang, Shaoging, Ren and Jian, Sun (2016), “Identity Mappings in Deep Residual Networks”,
Computer Vision — ECCV, pp. 2-13, doi: https://doi.org/10.1007/978-3-319-46493-0_38.

Received (Hapni#inua) 14.07.2023
Accepted for publication (ITpuitasra mo apyky) 06.09.2023

BIJIOMOCTI ITPO ABTOPIB / ABOUT THE AUTHORS

MeiabHu4eHKko ApreM BacumiboBu4Y — acmipaHt, acHCTeHT kadeapu Hu(PPOBHX TEXHOJOTIH B eHepreTHil, HamioHanbHHMI
TexHIuHMH yHiBepcuTeT Ykpaiun «KuiBcbkuil nonitexHignuii incTuTyT iMeHi Iropst Cikopebkoro, KuiB, Ykpaina;
Artem Melnychenko — PhD Student, assistant of Department of Digital Technologies in Energy National Technical University
of Ukraine «Igor Sikorsky Kyiv Polytechnic Institute», Kyiv, Ukraine;
e-mail: artemxl@gmail.com; ORCID ID: https://orcid.org/0009-0000-3588-4772.

3nop Kocrsintnn AnapiiioBu4 — acmipanT, acucteHT kadeapu mudpoBUX TEXHOJIOTIH B eHepreTuil, HarioHaabHUH TeXHIYHUH
yHiBepcuteT Ykpainu «KuiBcbkuii moniTexHiuHuit iHcTHTYT iMeHi Irops Cikopepkoro, Kuis, Ykpaina;
Kostyantyn Zdor — PhD Student, assistant of Department of Digital Technologies in Energy National Technical University of
Ukraine «Igor Sikorsky Kyiv Polytechnic Institute», Kyiv, Ukraine;
e-mail: kostya9919moonlight@gmail.com; ORCID ID: https://orcid.org/0009-0008-7640-1499.

EdekTUBHiICTH BUKOPHCTAHHS T10AATKOBHX BUXOIiB
y ciaMCBKHX HePOHHHX MepexKax

A. B. Menbauuenko, K. A. 310p

AHoTanisi. Y ramy3i KOMI I0TepPHOT0 30py eheKTHBHA 00pOoOKa BETHKOT KiJIbKOCTI 300pakeHb € KOMIJIGKCHOIO 3a/1aueio,
sIKa BUMAarae BUKOPUCTaHHs TIMOOKUX HeWpOHHUX Mepex. CiaMChbKi HEHpOHHI Mepexi, BiZIOMi CBO€IO [3ePKaIBLHOIO CTPYKTYPOIO,
HPOTOHYIOTh e()eKTHBHE BUPILICHHS 33124 IIOPiBHAHHS 300paXkeHb, 0COOIMBO 0OMEKeHOT0 00’ eMy TaHUX. Y IIOMY JOCIIKEHH]
PO3TISIIAETHCST MOXKIIMBICTh MOKPALICHHST [IUX MOJeJeil IUIIXOM JI0JaBaHHs JOTMOMDKHHUX BHUXOJIB, SIKi HOJIMIIYIOTH TOYHICTH
knacugikaii i BHABICHHS KOHKPETHHX OCOOJIMBOCTEH NaHHWX. B cTarTi po3rismacTbesi pe3yibTaTH JIBOX EKCIEPHMEHTIB 3
BuKopucTaHHsaM paracetiB Fashion MNIST i PlantVillage, 3 BkimroueHHAM qoAaTKOBOI Kinacudikamnii, perpecii Ta koMOIHOBaHUX
cTpaTeriit BUXO/y 3 pi3HUMH KOH(DIryparismMu BTpaTi Bard. Pe3ynpTaTi eKCIepUMEHTIB POAEMOHCTPYBAITH, 1O JJIs HPOCTILINX
JlaTaceTiB BBEJICHHS JOAATKOBUX BHUXIHUX JaHHUX NMPHU3BOJHUTH JO 3HIKCHHS TOYHOCTI Mojeni. | HaBmak, Ul CKJAQIHIMINX
JlaTaceTiB ONTHMalbHA TOYHICTH OyJa JOCATHYTa 3a PaXyHOK OJHOYACHOI iHTerparii IOJaTKOBHX BHXOMIB 3 perpecicio Ta
kiacudikamiero. Ciix 3a3HAYUTH, 1110 OTPUMAHE ITiIBULIEHHS TOYHOCTI € BI/IHOCHO HE3HAYHKM 1 HE TapaHTye CYyTTEBHH BIUIUB Ha
3arajbHy TOYHICTh MOJIEITI.

KawuoBi ciaoBa: koM 1oTepHUH 3ip; HEHPOHHI Mepexi; ciaMChKi HSHPOHHI MepeKi; po3Ii3HaBaHHS 300paKEeHb.
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PROBABILISTIC COUNTERFACTUAL CAUSAL MODEL
FOR A SINGLE INPUT VARIABLE IN EXPLAINABILITY TASK

Abstract. The subject of research in this article is the process of constructing explanations in intelligent systems
represented as black boxes. The aim is to develop a counterfactual causal model between the values of an input variable
and the output of an artificial intelligence system, considering possible alternatives for different input variable values, as
well as the probabilities of these alternatives. The goal is to explain the actual outcome of the system's operation to the
user, along with potential changes in this outcome according to the user's requirements based on changes in the input
variable value. The intelligent system is considered as a "black box." Therefore, this causal relationship is formed using
possibility theory, which allows accounting for the uncertainty arising due to the incompleteness of information about
changes in the states of the intelligent system in the decision-making process. The tasks involve: structuring the properties
of a counterfactual explanation in the form of a causal dependency; formulating the task of building a potential
counterfactual causal model for explanation; developing a possible counterfactual causal model. The employed
approaches include: the set-theoretic approach, used to describe the components of the explanation construction process
in intelligent systems; the logical approach, providing the representation of causal dependencies between input data and
the system's decision. The following results were obtained. The structuring of counterfactual causal dependency was
executed. A comprehensive task of constructing a counterfactual causal dependency was formulated as a set of subtasks
aimed at establishing connections between causes and consequences based on minimizing discrepancies in input data
values and deviations in the decisions of the intelligent system under conditions of incomplete information regarding the
functioning process of the system. A potential counterfactual causal model for a single input variable was developed.
Conclusions. The scientific novelty of the obtained results lies in the proposal of a potential counterfactual causal model
for a single input variable. This model defines a set of alternative connections between the values of the input variable
and the obtained result based on estimates of the possibility and necessity of using these variables to obtain a decision
from the intelligent system. The model enables the formation of a set of dependencies that explain to the user the

importance of input data values for achieving an acceptable decision for the user.
Keywords: artificial intelligence system; explanation; possibility; causality; cause-and-effect relationship.

Introduction

Modern artificial intelligence (Al) systems
commonly employ non-transparent methods for task
resolution. These systems utilize models trained on data
samples describing the subject domain. Typically, these
data reflect practical solutions to current tasks within the
domain [1]. However, due to the nature of the learning
process, resulting models often remain unclear to users.
Users are unable to directly access information about the
system's working algorithm or discern the reasons behind
the Al's decisions.

To address this issue, explanations are implemented
[2-5]. Explanations elucidate the causal relationships that
led to specific decisions for the user. These explanations
consider the interplay between input object properties in
the subject domain, events depicting property changes,
and the sequence of actions leading to a solution.
Through explanations, users can evaluate the actions
culminating in a particular outcome and accept or reject
Al recommendations [6].

An effective explanation within an Al system
should focus on crucial cause-and-effect connections
relevant to a specific decision, omitting extraneous
details. This approach reduces the multitude of possible
dependencies presented to the user. Therefore,
explanations can incorporate both primary, factual
connections among subject domain events and alternative
dependencies.

Counterfactual explanations aim to interpret an Al
system's decision by contrasting current outcomes with

potential alternatives [7]. In essence, this method reveals
decisions by describing necessary input data
modifications for obtaining different outcomes. For
example, if a banking Al system denies a user's loan
request, a counterfactual explanation identifies which
application data (such as current income, credit score,
borrower's assets) requires alteration to achieve loan
approval.

Alternative scenarios encompass data that is
conceptually plausible but deviates from the current state
of the subject domain [8]. For instance, in the loan
approval scenario, an alternative scenario might entail the
counterfactual assertion that "if the borrower had chosen
a different type of insurance, they would have saved 10%
on insurance payments."

Since machine learning algorithms render Al
systems as "black boxes," information regarding causal
relationships  during  decision-making is  often
incomplete. Consequently, considering alternatives for
counterfactual explanations takes place under conditions
of uncertainty, encompassing intermediate states and
subject domain events, as well as the decision-making
process.

This underscores the relevance of constructing sets
of  alternatives:  counterfactual  cause-and-effect
dependencies concerning decision-making processes
within Al systems.

Creating such alternatives under uncertainty
demands the application of a possibility approach,
particularly considering the potential impact of
alternative causes on Al decisions. This approach enables
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users to compare multiple Al system outcomes and adjust
input data to attain desired alternative solutions, thereby
enhancing the effectiveness of Al system.

The overarching approach to  providing
explanations is founded on interpreting causal
relationships. These relationships can be represented in
rule-based form [9].

Counterfactual causal dependencies accounting for
temporal event sequences [10], as well as probabilistic
aspects of causality for event chains, are considered in
works [11, 12]. The approach presented in these works
has certain limitations related to comparing factual and
alternative pairs: input data and resulting decisions in the
presence of data utilization for specific decisions. The
proposed approach for addressing this limitation is
detailed in works [9, 10]. This approach focuses on
leveraging event properties for determining causal
dependencies. Graph-based modeling is used for
representing causal relationships [13]. In this approach,
causes and effects are represented as graph nodes, while
causal connections are graph edges. These dependencies
incorporate probabilistic evaluations. However, when
forming counterfactual causal dependencies, only
boundary probability values are significant, indicating
the potential for achieving alternative outcomes.
Additionally, these dependencies possess a fuzzy nature
as explanations rely on knowledge about differences
between input event properties or similarity with user
background knowledge.

The mentioned aspect signifies the significance of
possible causality description while tackling the task of
constructing explanations. The importance of such
depiction lies in the ability to more precisely unveil the
interconnections between cause and effect within the
context of decision-making. This unveils opportunities
for users to comprehend the influence of input data
values on outcomes. Additionally, this facet holds
substantial importance in crafting more reliable and
accurate models, as incorporated causal dependencies
foster better alignment of the decision-making model
within the intelligent system to user needs. Such an
approach marks a pivotal stride towards enhancing the
quality of artificial intelligence systems' operations,
thereby facilitating a more informed approach to task
resolution.

The aim of the article is to develop a counterfactual
causal relationship model between the values of the input
variable and the output of an artificial intelligence
system, considering possible alternatives for different
values of the input variable, as well as the probability of
these alternatives. It needs to explain the user the actual
result of the system's operation, as well as possible
changes in this result according to the user's requirements
based on changes in the value of the input variable.

The intelligent system is considered as a "black
box." Therefore, this causal relationship is formed using
possibility theory, which allows accounting for the
uncertainty arising due to the incompleteness of
information about changes in the states of the intelligent
system in the decision-making process.

To achieve this goal, the following tasks are
addressed:

Structuring the properties of the counterfactual
explanation in the form of a causal relationship.

Formulating the task of constructing a possible
counterfactual causal relationship model for explanation.

Developing a possible counterfactual causal
relationship model.

In solving the first task, the properties of the cause
and effect of the causal relationship are determined,
which form the basis of the explanation.

In addressing the second task, conditions are
established that the cause and effect of the counterfactual
explanation must meet, so that the user can ascertain
which input data ensure the achievement of the intelligent
system's target decision.

Solving the third task provides the opportunity to
obtain a set of alternative possible relationships that
reflect user-interesting results of the artificial intelligence
system.

Structuring the properties
of the counterfactual explanation
in the form of a causal relationships

Counterfactual explanation is a way of explaining
the output of an artificial intelligence system by showing
how the input attributes could be changed to get a
different desired result.

This method helps to understand the causal
relationships between the input and the output of the
artificial intelligence system. Counterfactual explanation
focuses on a few attributes that have the most impact on
the output, making it easier for the human user of the
system to comprehend.

However, this method also has some limitations.
One of them is that it may not provide a complete and
accurate explanation of the output, because it considers
alternative, non-existing values of the input variables at
the current moment. It may ignore some important
factors that affect the output, or it may not explain why
those factors matter. This may lead to a lack of
justification or confidence in the output of the system in
some cases.

Therefore, to construct a counterfactual
explanation, it is necessary to define constraints on the
properties of its structural elements.

To evaluate a counterfactual explanation, it is
prudent to consider the properties inherent to
explanations of this nature, which characterize the cause
and the outcome realized within the intelligent system.

The distinctiveness of counterfactual explanations
regarding input data is entwined with accounting for the
uncertainty regarding the state of the subject domain and
the decision-making process in artificial intelligence
systems, as well as the significance of employing
alternative values of variables closely related to actual
input data.

When selecting input data for explanation, it's
crucial to utilize minimal deviation between the values of
alternative and factual input data.

Explanations should incorporate the plausible
nature of input data, rooted in the probability of their
utilization in  decision-making within artificial
intelligence systems. The peculiarities of counterfactual
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explanations concerning the results obtained within a
system are connected to the fact that, firstly, it must
uncover the decisions across several distinct yet crucial
aspects. Secondly, explanations are intended to enable
users to achieve a target (or near-target) result with slight
alterations in the input data of the intelligent system. The
resulting counterfactual explanation should be
multifaceted, enabling users to comprehensively analyze
the reasons for both the obtained and desired decisions.

Explanations should ensure minimal deviation
between the resulting counterfactual decision and the
projected (desired for the user of the intelligent system)
outcome. The culmination of the discussed
characteristics of counterfactual explanations is
presented in the table.

Let's consider examples of counterfactual
explanations with the properties listed in the table within
various domains: banking, recommendation systems,
medicine, and intelligent management systems.

For instance, an explanation concerning the
decision to reject a loan application at a bank indicates
the reason as a low credit score of the borrower.
Counterfactual explanation: to achieve the desired
outcome (loan approval), the credit score should be
increased using credit cards. In this case, the requirement
to minimize the deviation of an alternative input variable
from the actual value lies in determining the minimum
score the user needs to reach for loan approval.

In the medical field, an explanation for a proposed
diagnosis involves an imprecise value of the patient's age.
Counterfactual dependency: specifying the accurate age
might lead to a cancellation of the diagnosis. This
example considers a deviation in a single variable — the
patient's age.

In a recommendation system, a high-priced
smartphone is recommended based on a high camera
resolution. Counterfactual explanation: to meet a budget
constraint, the requirements for camera quality need to be
lowered to a specific resolution value.

Here, the scenario sets a minimal deviation of the
Al system's output (the cost of the recommended
smartphone) from the actual device cost (the
consequence) through a minimal change in the input
variable — camera resolution (the cause). It's important to
note that this example results in multiple alternative
outcomes, as several smartphones may fit the price
constraint with the specified camera quality.

Another case, related to traffic management
systems, involves the reason for delays on a route being
the alignment of travel time with the most probable peak
traffic period.

An alternative approach: changing the travel time to
the evening or morning could reduce travel time.
Selecting the best time of day involves determining a
time interval with minimal probability of heavy traffic
while adhering to constraints, linked to the acceptable
deviation from the target arrival time compared to the
actual one (particularly constrained by working hours).

Thus, in this example, minimal deviations in both
input and output of the Al system are considered,
alongside the boundary probabilities of using specific
input values.

Overall, the provided examples illustrate the
significance of using structural elements of causal
explanations as presented in the Table 1. It's important to
note that while constructing counterfactual explanations,
as seen in the examples, boundary probabilities of using
particular input and output variable values are employed.

Table 1 — Structural Elements of Counterfactual Causal Explanation

Structural Requirements Comment
elements
Minimal deviation of alternative values from the Ml_n_lmlzatlon of deV|at|ons_ Is aimed at simplifying the
transition from the actual solution to the target that represents
actual values . -
value for the user of the intelligent system
The reason Tt|1e ma}dr;]wur_n anddminimumdvalues of p_robabiflit:es for the
Using the limit values of the probabilities of va lrjfs Oht fe Input al:a ;;ror\]/l eha compfarlson_tc;_I_a_ternatrl]\_/ers]
using input data within the ramework o the tl eory of possi ||t|_es, whic
creates conditions for the construction of alternative causal
relationships.
Multi-alternativeness as a condition of The user can use one of the alternatives, which is consistent
h agreement with knowledge of the subject area with his knowledge of the subject area
e - - -
consequence | Minimal deviation of the counterfactual decision | S1"C€ the counterfactual solution is targeted to the user, the
explanation should reveal changes in the input data that
from the actual one - .
provide a result that is closest to the expected one.

This aspect enables the formalization of causal
dependencies in counterfactual explanations using the
theory of possibilities.

This theory utilizes boundary probabilities to assess
the possibility of using those values, further integrating
trustworthiness evaluation of the possibility measure.

The combined estimation of possibility and
trustworthiness for alternative input variable values and
outcomes can be employed to establish causal

dependencies that form counterfactual explanations
within artificial intelligence systems.

Possibility Counterfactual Causal Model

Based on the analysis of the structure of a
counterfactual explanation, the results of which are
presented in the table, we will formulate the task of
constructing  causal  dependencies for  such
explanations.
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Considering the properties of the cause and effect,
this task can be divided into two subtasks.

Subtask 1: Minimization of the deviation of
alternative values of the input variable from the actual
ones, while achieving constraints on the target decision
of the artificial intelligence system.

Subtask 2: Minimization of the deviation of the
counterfactual result from the actual result on a given set
of input data values.

According to the given formulation, the
counterfactual causal model includes a set of alternative
cause-and-effect relationships between the values of the
input variable and the system's decision, with the
following characteristics:

Minimal deviation from the specified constraint
regarding the difference between the actual and
alternative outcomes of the intelligent system; the actual
outcomes reflect previous decision implementations
based on a set of known input variable values.

The constraints define a set of target outcomes for
the user of the intelligent system.

The minimal possible deviation across a subset of
input variable values, which ensures minimal deviation
from the constraints on the outcome.

Deviation in input data is considered based on the
probability of using input variable and outcome values
using indicators of possibility and necessity.

The last characteristic is associated with uncertainty
regarding the components and dependencies of the
decision-making process in the intelligent system. The
key idea is to find the most probable values of the
variable, the potential influence of which on the system's
outcome is maximal. These potential input data values
should ensure the target outcome with the highest degree
of confidence.

It should be noted that the possibility index [14]
allows determining the probability deviation of the
impact of input variable values on the outcome.
Comparing the possibility indices for different variable
values helps select the value with the minimum
deviation.

The necessity index [14] in a generalized manner
determines the degree of confidence in the obtained
dependency.

This index demonstrates confidence through
minimal probability of deviation from the system's
outcome constraints (or deviation from the actual
result).

Let's consider a formal possible counterfactual
causal model by a single variable according to the
provided description.

The input variable X has a set of possible values
{xi}

The resulting impact (usually, probability of
impact) of the input variable values on the system's
decision is determined by normalized assessments
7(x; ), which map each value x;jto [0,1].

The set of values X includes subsets Xj . Each of

these subsets consists of values of the variable that were
used during the decision-making process of the

intelligent system at moments t;; within a certain time

N
period T;:

XZ{Xj:VijiEXthLiETj}. (1)

Since the intelligent system, when making similar
decisions at different time intervals, can use the same

input data, identical values x;; can be part of different

subsets Xp, = X .

The distribution of assessments 7Z'(iji ) DX € X

is defined by an ordered set P; :

(1) (Xj )
I\ e mmacn(g) )

The possibility IT; of impact for any value
Xj,i € X corresponds to the upper bound of this subset,

meaning it can be defined as the maximum element of the
subset:

I :m?x”(xj'i). ?3)

The possibility assessment for several subsets,
obviously, will be equal to the maximum element of the
union of these subsets.

Similarly, the possibility assessment is defined for
the output data of the intelligent system.

According to (3), minimizing the input deviations
A{m between the actual value of variable x;; and the

alternative value x;, € X; of in the counterfactual

causal relationship cd{(" explaining the result y, €Y,

takes the form:

A}::.ﬂ:mr;n‘ﬂ'(xj"i)—ﬂ'(xj”m)‘ (4)

\acp,cg .

According to equation (4), the minimization of
deviations for input occurs for two dependencies - the
actual and the counterfactual, if they explain the same
result yy , or the result with minimal deviation from the

actual.

The index Al

jm contains a normalized deviation

assessment. Therefore, in general, the set of such indices
AV = {1—A}”:n} can be considered as a set of possibility

assessments for using data to construct
counterfactual explanations.

Accordingly, the maximum element of this set
determines this possibility. In other words, the maximum
element defines the most possible counterfactual
explanation.

Then, the counterfactual explanation C, should
contain an ordered set of alternative causal dependencies

input
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cp' explaining the same result, sorted by the deviation

values of input variables, and differing within the
threshold value ¢:

Al =min Xii)=7(Xims
pmel =00 ‘”( ii)=7(Ximu) ©)

Xjmt € X\ X matoers X maia}-

Each subsequent deviation is calculated for the
current subset of values from which elements with
previous, smaller deviations have been excluded:

A}::ml = mrTi]n‘zr(ij )—ﬂ'(xj,mH)

(6)

Xjmet € X\ X matoees Xj meta}-

The set of alternative causal dependencies (5)
explains counterfactual results if for similar input data,
the intelligent system proposed the same or a result close
to the actual decision Y.

Otherwise, if the information about decision
similarity is inaccurate or the decisions are slightly
different, the necessity index N from possibility theory
is used. This index defines the value of trust for possible
(practically realized) subsets of the intelligent artificial
system's decisions:

N(Y)=inf N|(Yq

| %

(Yq#D.Yq Y.
q

Then, the user should trust the counterfactual in the
form of a limit, or a threshold value, or an acceptable
deviation from the actual result of the intelligent system,
in the case of similar or higher trust in the counterfactual
compared to trust in the actual result. Such a comparison
makes sense because the level of trust is based on the
minimum probability of using a specific result.

According to (8), the decision closest to the user's
needs will be the one whose possibility of
implementation in the intelligent system significantly
exceeds the trust level in the system's decisions as a
whole.

The counterfactual causal model based on the
possibility theory contains cause-and-effect
dependencies that satisfy the requirements (4) and (8):

j,m i jm+l |5 A T

c JA . C JA A :
q.k jmemEgk q.k =2 jm+l
:Vl,m,lAj:erl <eg

This approach allows building possible causal
dependencies without delving into the specifics of the
subject area.

Conclusions
The structuring of the counterfactual causal
dependency has been performed. It has been

demonstrated that such dependencies are multivariate,
involving minimal changes in input data compared to
actual values, as well as slight adjustments to the
outcome in order to satisfy constraints that were not met
in the actual decision.

A comprehensive task of constructing the
counterfactual causal dependency as a set of subtasks for
establishing the link between causes and effects based on
the minimization of deviations in input data and
deviations in the intelligent system's decisions has been
formulated.

This is carried out in conditions of incomplete
information about the functioning process of the
intelligent system.

A possible counterfactual causal model has been
developed for a single input variable, which defines a set
of alternative connections between the values of the input
variable and the obtained outcome based on the
assessments of possibility and necessity for using these
variables to derive the intelligent system's decision.

This model enables the formation of a set of
dependencies that explain to the user which values of

ai _ _ input data are crucial for achieving an acceptable
Agk _mn"f,lx(”(yq*) N(Y))' ®) decision for the user.
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Mo:xnuBicHa KOHTpGaKTyaIbHA MOJENb Kay3aJIbHOI 32/1€KHOCTI
1o ojHiii BXinHii 3mMiHHiil B 3a1a4i m00y10BU MOsSICHEHD

C. @. Yamuii, B. O. Jlemuucbkuii

Anortanisn. IIpenmeTroM BHBUEHHS B CTaTTi € NpOIEC MOOYIOBH MOSICHEHb B IHTENEKTYalbHUX CHCTEMax,
MPEACTABICHUX K YOpHA CKpHHBKA. MeToI € po3poOka KOHTpadaKkTHOI MOIeNi MPHIUHHO-HACIIIKOBOI 3aJIEKHOCTI MiXK
3HaYCHHSAMHU BXiJHOI 3MiHHOT Ta BMXOJOM CHCTEMH LITYYHOTO iHTEJEKTY 3 ypaXyBaHHSM MOXJIUBUX aJbTEPHATHUB MIJIS
Pi3HMX 3HaYeHb BXITHOT 3MIHHOI, a TAKOXX HMOBIPHOCTI IIUX AJIBTEPHATHB 3 THM, 1100 MOSCHUTH KOPUCTYBa4YeBi pakTHUHUH
pe3ynbraT poOOTH CHUCTEMH, a TaK0X MOJJIMBI 3MiHM LOTO pPE3yJbTaTy 3TiJJHO BUMOI KOPHCTyBaua Ha OCHOBI 3MiHH
3Ha4YeHHS BXiJHOT 3MiHHOI. |[HTeNeKTyalbHa CHCTEMa PO3TIIAAAETHCS SIK «IOPHUN SIUK». ToMy naHa Kay3anbHa 3aJIeXKHICT
($hopMy€eThCS 3 BUKOPUCTaHHAM TEOPii MOXIMBOCTI, IO JO3BOJSE BpaXyBaTH HEBHU3HAUCHICTH, IO BHHHUKAE BHACITIIOK
HEMOBHOTH iH(pOpMAIii I0OJ0 3MiHM CTaHIB IHTENEKTyalbHOI CHCTEMH Y MpOIeci NPUHHATTS pimeHHA. 3aBJaHHS:
CTPYKTypH3allis BIACTHBOCTEH KOHTP(HAKTHYHOTO NMOsICHEHHS y GpopMi Kay3abpHOT 3a51eKHOCTI; YOPMYITFOBAHHS TOCTAHOBKH
3a1a4i MOOYIOBM MOKIIUBICHOT KOHTP(GAKTHYHOI MOJEN Kay3allbHOI 3aJIeKHOCTI JJIs MOOYIOBU MOSICHEHHS; pO3poOKa
MOYKJIMBICHOT KOHTP()aKTHYHOI MO/IeJi IPUYMHHO-HACIIAKOBOT 3aJI€)KHOCTI. BUKOpHUCTOBYBaHMMHU MiAX0JaMHU €: TEOPETHKO-
MHOXHHHHUH, SKHH 3aCTOCOBYETBCS AJISI OMKCY CKIQJOBUX Hpoliecy MoOyJOBH MOSCHEHb B iHTENEKTYaJbHHX CHCTEMax;
JIOTIYHMHU MigXi1, AKUH 3a0e3edye npeCTaBIeHHs Kay3albHIX 3aJIe)KHOCTEH MiXkK BX1THUMH IaHUMH Ta PilICHHSIM CHCTEMHU.
OTprMaHi HacTynHi pe3yJbTaTH. BUKOHaHO CTPYKTypH3auilo KOHTp(hakTHOI Kay3aiabHOi 3anexHocTi. ChopMynboBaHO
KOMIUIEKCHY 3aa4y MmoOyJIoBH KOHTP(GAKTHYHOI Kay3albHOI 3aJeKHOCTI K CYKYyITHOCTI MmiA3amad moOyJaOBH 3B'A3KYy Mik
NMpUYMHAMH Ta HacJliJKaMl Ha OCHOBI MiHIMi3amii BigXWJIEHb 3HAUYE€Hb BXIAHUX JaHUX Ta BIIXWICHb pIMICHHS
IHTEJIeKTyallbHOT CHCTEMH B yMOBaX HEMOBHOTH iH(OpMalii moo mnpouecy GyHKIIOHYBaHHS 1€l cuctemu. Po3pobiieHo
MOIIMBICHY KOHTP(aKTHYHY MOJENb Kay3albHOI 3aJIeXHOCTI MO OJAHIHM BXigHii 3MiHHIN BucHoBku. HaykoBa HOBU3HA
OTPUMAHHX pPE3yJbTATIB MOJSAra€ B HACTYIHOMY. 3alpolOHOBAaHO MOXJIHMBICHY KOHTP(AaKTHYHY MOJAEIb Kay3aJbHOI
3aJIe)KHOCTI IO OJHIHM BXiAHIH 3MiHHIH, sKa 3a/1a€ MHOXKUHY aJbTepHATHBHUX 3aB'I3KiB MiXK 3HAYCHHSMH BXiJHOI 3MiHHOI Ta
OTPUMAHUM pe3yJIbTATOM Ha OCHOBI OLIHOK MOXJHMBOCTI Ta HEOOXiJHOCTI BUKOPUCTAHHS LUX 3MIHHUX JAJSI OTPUMAaHHS
pilICHHs iHTENeKTyaJabHOI cHcTeMH. MoJenb Aae MOXIUBICTh CHOPMYyBaTH MHOXKHHY 3aJI€KHOCTEH, IO MOSICHIOIOTH
KOPHUCTYBa4eBi, iKi 3HAUCHHS BXiHUX JaHUX € BXXJIUBUMH JUIs JOCATHEHHS MPUIHHATHOTO JUI KOPUCTYBa4a PillICHHS.

Kaw4oBi cioBa: cucremMa IITYYHOrO iHTEJIEKTY; MOSCHEHHS; MOXKIJIUBICTh; Kay3aJdbHICTh; PHUYUHHO-HACIIJKOBHIA
3B'SI30K.

59


https://doi.org/10.24963/ijcai.2019/876
https://doi.org/10.20998/2522-9052.2020.3.16
https://link.springer.com/book/10.1007/978-3-662-43505-2
http://orcid.org/0000-0002-6446-5523

Advanced Information Systems. 2023. Vol. 7, No. 3

ISSN 2522-9052

UDC 004. 032.26, 528.854

Methods of information systems protection

doi: https://doi.org/10.20998/2522-9052.2023.3.09

Andrii Podorozhniak?, Nataliia Liubchenko?, Vasyl Oliinyk?, Viktoriia Roh?

! National Technical University “Kharkiv Polytechnic Institute”, Kharkiv, Ukraine
2 Kharkiv National University of Internal Affairs, Kharkiv, Ukraine

RESEARCH APPLICATION OF THE SPAM FILTERING AND SPAMMER
DETECTION ALGORITHMS ON SOCIAL MEDIA AND MESSENGERS

Abstract. Inthe current era, numerous social networks and messaging platforms have become integral parts of our lives,
particularly in relation to work activities, due to the prevailing COVID-19 pandemic and russian war in Ukraine. Amidst
this backdrop, the issue of spam and spammers has become more pertinent than ever, with a continuous rise in the
incidence of spam within work-related text streams. Spam refers to textual content that is extraneous to a specific text
stream, while a spammer denotes an individual who disseminates unsolicited messages for personal gain. The proposed
article is devoted to address this scientific and practical challenge of identifying spammers and detecting spam messages
within the textual context of any social network or messenger. This endeavor encompasses the utilization of diverse spam
detection algorithms and approaches for spammer identification. Four algorithms were implemented, namely a naive
Bayesian classifier, Support-vector machine, multilayer perceptron neural network, and convolutional neural network.
The research objective was to develop a spam detection algorithm that can be seamlessly integrated into a messenger
platform, exemplified by the utilization of Telegram as a case study. The designed algorithm discerns spam based on the
contextual characteristics of a specific text stream, subsequently removing the spam message and blocking the spammer -
user until authorized by one of the application administrators.

Keywords: spam; social network; naive Bayesian classifier; Support-vector machine; multilayer perceptron neural
network; convolution neural network; spammers detection.

Introduction

Most likely, only email inboxes are equipped with
built-in anti-spam algorithms, while other chat rooms
lack such functionality. This could explain why the
proportion of spam in mailboxes and other messaging
platforms is generally similar.

For instance, a malicious link injected into a
message and sent to an employee within a company can
pose a significant threat to the entire organization.
Consequently, the modern world faces the challenge of
monitoring incoming text streams in social networks and
messengers [1].

It is imperative to detect and prohibit spammers, as
this simplifies the operation of algorithms and
complicates the efforts of spammers, ultimately reducing
the overall prevalence of spam. Ability to filter spam
messages, identify spammers, and enforce bans within
messengers and social networks holds the potential to
save considerable time for humanity and prevent the loss
of valuable information and financial resources. To
address this problem, we employed algorithms such as
the naive Bayesian classifier, support vector method,
multilayer perceptron neural network, and convolutional
neural network. Additionally, we developed a
straightforward algorithm that identifies and blocks users
recognized as spammers. By integrating these
investigated algorithms, we can begin to tackle the issue
of spam within social networks and messengers.

Object, subject and methods of research. The
objective of this study is to explore the feasibility of
employing various algorithms in the development of
software aimed at filtering spam within the textual
content of social network messengers. The primary goals
are to swiftly respond to spam messages and accurately

identify spammers. The study aims to accomplish the
following tasks:

a) analyze the specific capabilities of recognizing
spam messages;

b) evaluate the existing methods of spam detection;

¢) implement spam-fighting methods based on the
naive Bayesian Classifier, reference vectors, and
multilayer perceptron neural network;

d) analyze the utilized algorithms;

e) examine the fundamental existing algorithms for
spam detection;

f) develop and
mechanisms.

The research focuses on the process of identifying
spam within the textual context of social network
messengers.

The subject of the study revolves around the process
of filtering spam in social network messengers by
leveraging a range of methods for recognizing spam, as
well as identifying and prohibiting spammers.

The research methodology involves employing
classification theories, probabilistic classifiers, neural
network theory, statistical analysis methods, linguistic
techniques, and spammer detection approaches. The
study's scientific novelty lies in the enhancement of spam
recognition methods within messengers, utilizing the
textual content of specific text streams.

Additionally, it encompasses the identification of
spammers and the prompt response to messages
originating from spammers.

implement spammer detection

Literature analysis

Spam refers to the mass distribution of unsolicited
advertising correspondence to individuals who have not
expressed a desire to receive it [2].
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To mitigate spam issue, anti-spam filters are
utilized to save time. However, these filters can
occasionally misclassify important messages as spam,
leading to their accidental deletion.

The most effective method of combating spam is to
prevent spammers from obtaining one's email address

[3].

Auto-Spam Detection Software, commonly known
as Anti-Spam Filters, can be employed by end-users or
on servers. Such software operates through two primary
approaches [4]:

- message content analysis: This algorithm-based
approach assesses the message content to determine its
spam status. If classified as spam, the message can be
marked, moved to a separate folder, or deleted. This
software can function on both the server and the client
computer. However, with this approach, the spam
messages are still received, incurring the associated
costs, as the anti-spam software determines whether to
display them;

- sender classification: This approach categorizes
the sender as a spammer without analyzing the message
content. It can only be implemented at the server that
directly receives the messages. This method reduces
costs by refusing to accept messages from known
spammers and contacting other servers for verification.
However, the benefits are not as significant as expected

~

since spammers often attempt to bypass such protection
measures, necessitating individual handling of each
attempt and increasing server overhead.

This project focuses on a statistical Bayesian spam
filtering method that incorporates a support vector
method and a multilayer perceptron neural network.

Naive Bayesian classifier. The naive Bayes
classifier is the simplest of these models, in that it
assumes that all attributes of the examples are
independent of each other given the context of the class
[5]. This is the so-called “naive Bayes assumption”.
While this assumption is clearly false in most real-world
tasks, naive Bayes often performs classification very
well. Mathematically Bayes' theorem is [6, 7]:

P(B/A) - P(4)
P(B)

where P(A) — the probability of A occurring; P(B) — the
probability of B occurring; P (A/B) — the probability of A
given B; P(B/A) — the probability of B given A.

Support-vector machine. For a given set of
training samples, each marked as appropriate to one or
the other of two categories, the Support-vector machine
(SVM) training algorithm builds a model that assigns
new samples to one or the other category, making it a
probabilistic binary linear classifier [8, 9], as shown in
Fig. 1.

P(A/B) =

S /margin
S ~

>
< >

Fig. 1. SVM deals with linearly separate data

Perceptron. The process begins by taking all the
input values and multiplying them by their weights. Then,
all of these multiplied values are added together to create
the weighted sum [10, 11]. The weighted sum is then
applied to the activation function, producing the
perceptron's output. The activation function plays the

X1
Wh

M—w i

(wixi)+bias flx)=
ey ’
X1

W
X1 z
Summation
Inputs Weights and Bias

integral role of ensuring the output is mapped between
required values such as (0,1) or (-1,1). It is important to
note that the weight of an input is indicative of the strength
of a node. Similarly, an input's bias value gives the ability
to shift the activation function curve up or down [12].
Logic diagram of the basic perceptron is shown in Fig. 2.

1,if ) wx+b=0
I
0, ifz wx+b<0 y
Activation Qutput

Fig. 2. Logic diagram of the basic perceptron
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Convolution neural network. Convolution neural
network (CNN) is designed to automatically and
adaptively learn spatial hierarchies of features through
backpropagation by using multiple building blocks [13],

Convolution Dropout

Embedding

—

(X X X
(ece0o]
(eeeeo)
(eo0oe)

such as convolution layers, pooling layers, and fully
connected layers.

The structure of the CNN we used [14, 15] is shown
in Fig. 3.

Fig. 3. The structure of the used CNN

Metrics evaluation

Also, in addition to the usual accuracy metric for
evaluating selected algorithms, we used F1 score [16].

Accuracy is a ratio between the correctly classified
samples to the total number of samples. Nowadays it is
the most used metric of classification performance.

TP +TN

TP +TN + FP +FN
where TP — (True Positive) correctly classified positive
sample; TN — (True Negative) the sample is negative and
it is classified as negative; FP — (False Positive) the
sample is negative but it is classified as positive; FN —
(False Negative) the sample is positive but it is classified
as negative. The explanation of the accuracy evaluation is
shown in Fig. 4.

Accuracy =

Implementation

As a training dataset was chosen the dataset of spam
messages from the Kaggle SMS Spam Collection
Dataset, but the dataset of messages from a particular
company can also be used to train the algorithm [17]. To
implement the spam filtering algorithms, we used the

Python 3.6 programming language, the PyCharm.
programming environment and the Keras, NumPy,
Sklearn and Pandas libraries, MySQL DB for storing
spammers and all users of the text stream [18, 19].

The simulation was performed on a LifeBook E744
notebook with 8Gb RAM, an Intel Core i7 CPU (up to
3.2 GHz) and an Intel HD Graphics 4600.

Predicted
Positives

Predicted
Negatives

Positives

True Positives

False Negatives

False Positives

Negatives True Negatives

Fig. 4. The explanation of accuracy evaluation

We employed four widely recognized spam
recognition algorithms: Naive Bayesian Classifier,
Perceptron, Convolutional Neural Network, and Support
Vector Machine. The results of the tests are shown at the
Table 1. The spam message analyzing process is shown
in Fig. 5.

Messanger (T e|c3ro.m)

Table 1 — Precision, recall and F1
score of the model

Message Algorithm Training Test
sample sample
( L 4 User # urcroun | Bayes 0.988 0.982
| SPaa-peicantage i 7 SVM 0.998 0.989
e
‘ results form algorithms ’/ NN 0.997 0.979
i Majority Algorithm; | Seom Bt CNN 0.990 | 0.985
K» Majority 1.000 0.999

Spo.m Fe_r‘qe_n‘to\ge
In
\ message is received from a user
W\

our system, when a

(specifically, in our case, from a

Baoes

CNN ‘
|

Telegram user), we first check if the
user is already known in our

SVM ‘

Fig. 5. Spam message analyzing process

database (DB) containing all
application users.
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If the user is unknown, we add their
information to our DB. Subsequently, we
analyze the message using all available
algorithms, gathering the results from each
algorithm [4].

These individual results are then passed
to the Majority Algorithm, which calculates
the spam percentage of the message. The
output of the Majority Algorithm is then
transmitted to the Spam Analyzer, which
determines whether the user who sent the
message should be classified as a spammer.
This determination is based on the calculated
spam percentage of the message, along with
the two most recent predictions. To identify a
user as a spammer, we analyze their three
most recent messages and compare the
average spam percentage against a specified
threshold. If the average spam percentage
exceeds the threshold, we recognize the user
as a spammer and record their ID in the DB of
spammers. The proposed complex majority
algorithm, illustrated in Fig. 6, utilizes the
solutions obtained from the Bayesian spam
filtering method, Perceptron, Support Vector

Machine, and Convolutional Neural Network algorithms

as inputs for the majority scheme.

To align the algorithmic block outputs (ranging

Chat Bot
\w% J
. \ N
Boes NN CNN SVM

R N R

3 of the al&of‘?tlnm recognize message as spawm -> i is spam
Othervise non-spown

[ Result: spam | non-spam 1

Fig. 6. The majority algorithm process

(binary values of 0 or 1), a binarization process is applied
using a threshold of 0.95. The implementation of the
spam analyzing and spammer analyzing is shown in

from 0 to 1) with the inputs of the majority scheme  Fig. 7.
r_id t -
\
|
A
//}H
b
T (= S ==
Buffer -/m— 1‘ — ‘
‘ | Update buffer
| Rl Lubber S Rolee %
R~ n/ T buber not Rl & -\;\;‘_::» > Averagellast prediatons) >= :J;;“;:.
trve e ’_’,.»"/ False R e

Spam Analt/zef

i . T i true

{
message,
spam_percantage

Fig. 7. The implementation of the spam analyzing and spammer analyzing
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If a user is in the spammers DB his messages are
being deleted without even analyzing them. The user
receives the message that he was blocked. Only the
manager of the application is able to remove users from
the spammers.

The process of putting spammers to the DB and
communication of the spam analyzer with the DB is
shown in Fig. 8.

The general scheme of execution of the developed
software application is given in Fig. 9 [20, 21].

B

Spam Analyzef

Usdate Wifer

Insert Spammer

Data Service

add Spammes

Fig. 8. The process of putting spammers to the DB and communication of the spam analyzer with the DB

Algorithm of analyzing spam messages contains the
following steps:

1) the user enters into the software application the
initial text that should be analyzed,;

2) software application parses the initial text into
array of words, then each word is converted to the
infinitive, then the resulting set of words is vectorized and
transmitted to the input to the all of the used algorithms;

3) the algorithms analyze the received data and
returns the result as the probability of belonging the
received data to the class (each algorithm has two classes:
spam and non-spam);

4) the received data passed through the Majority
Algorithm to calculate the spam percentage;

5) the app decides if the user should be marked as
spammer based on the last 3 spam prediction of his
messages;

6) if the user was identified as a spammer he is
blocked.

Conclusions

This research project focused on addressing the
scientific and applied problem of identifying spam within
the textual context of social networking messengers,
specifically utilizing the Kaggle SMS Spam Collection
Dataset and employing chatbots in the popular messenger
Telegram as an example.

The study encompassed the following key
aspects:

1. Recognizing the relevance of spam detection
and examining potential issues arising from spam
interference.

2. Analyzing fundamental spam recognition
methods, namely the naive Bayesian classifier, support
vector method, multilayer perceptron neural network,
and convolutional neural network.

3. Investigating fundamental
detecting spammers.

approaches to
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Fig. 9. The implementation of the spam analyzing and spammer analyzing

4. Developing a program designed to filter spam
and detect spammers within the Telegram messenger.
The program incorporated four implemented algorithms
for spam recognition, along with a proposed complex
majority algorithm. Furthermore, all text traffic was
thoroughly inspected to identify potential spammers.

By addressing these elements, the research project
successfully tackled the scientific and practical
challenge of spam detection within social networking
messengers, using the Kaggle SMS Spam Collection
Dataset and implementing chatbots within Telegram as
a case study.
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JlocitineHHsI 32CTOCYBaHHSA aJIropuTMiB (piIbTpanii cnamMy Ta BUSIBJIEHHSI CllaMepiB y COLaIbHUX Mepeskax Ta MeceH/Kepax
A. O. Ilomopoxusx, H. 0. JTlro6uenko, B. M. Omiiinuk, B. €. Por

AnoTanisa. CporosHi icHye 6arato pi3HHX COLIQIBHUX MEPEXK i MECeHIPKepiB, sKi B YacH MaHjAeMii KOpOHaBipycCy Ta
pociiiceKoi BiffHN B YKpaiHi 3aifMaloTh CIIpaB/ii BEJIMKY YaCTHHY BCHOTO HAIIIOTO JKUTTS, 0coOIMBO B podoti. Kpim Toro, mpobiema
31 CIIaMOM 1 criaMepaMH € SIK HiKOJIM aKTyaJIbHO0, KUTBKICTh CIIaMy B POOOYOMY TEKCTOBOMY TOTOIII MOCTIHHO 301mbmryeTnest. [Tig
CIIaMOM MH PO3yMi€EMO TEKCTOBHI BMICT, SIKHil HE € HEOOXITHUM y KOHKPETHOMY TEKCTOBOMY MOTOLI, Y BUIIAJKY CIIaMepa MaeThCst
Ha yBa3i oco0a, sIka HaJCWIAE CIaM-TIOBIJOMIICHHS y CBOIX IHimsax. CTaTTs mpU3HAYeHa IS BHPINIEHHS HAyKOBO-TIPHKIATHOL
MpoOJIeMHy BUSABIICHHS CIIAMEPiB Ta ieHTH(DIKaIll ClIaM-TIOBIIOMJICHb Y TEKCTOBOMY KOHTEKCTI OyIb-5KOi COMIANBbHOI MEpexi Un
MeCeHDKepa 3 BUKOPHCTAHHSAM PIi3HHMX aJrOPUTMIB BHSBICHHS CIIaMy Ta MiJAXOMIB BHSBICHHsS cramepiB. Mu peanizyBamu 4
AITOPUTMH: AJITOPHUTM, IO BUKOPUCTOBYE HAiBHMII OalleciBCHKMI Kilacu(ikaTop, OMOPHO-BEKTOPHY MalIMHY, 0araToriapoBy
HEHPOHHY Mepexy MepLenTpoHa Ta 3rOpTKOBY HEHpoHHY Mepexy. JlocmimkeHHs Oylo NMPOBEJEHO 3 METOI BIPOBAKEHHS
aNTOPUTMY BUSIBJICHHS CIaMy, SIKMH JIETKO iHTETpyBaTH B MeceHkep (y HaumloMy BHMIaaky M Bukopucranu Telegram sk
npukian). CTBOPEHHH anrOpUTM PO3II3HAE ClIaM Ha OCHOBI KOHTEKCTYy KOHKPETHOTO TEKCTOBOTO IOTOKY, BHAASIE CIIAM-
MOBiJOMJICHHS Ta OJIOKY€ criamepa, JOKH OJIMH i3 MEHEXKepiB IporpamMu He po30JI0Ky€e KOPHCTyBaya-craMepa.

KnaodoBi caoBa: cmaMm; comianbHa Mepeka, HaiBHHH OalfeciBCBKHI KIIacH(iKaTop, OIOPHO-BEKTOPHA MAIINHA;
OararolrapoBa IepceNTpOHHA HEHPOHHA Meperka; 3ropTKOBa HeHpOHHA Mepeska; BUSBIICHHS CIIaMepiB,
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ADAPTIVE RESOURCE ALLOCATION METHOD
FOR DATA PROCESSING AND SECURITY IN CLOUD ENVIRONMENT

Abstract. Subject of research: methods of resource allocation of the cloud environment. The purpose of the research:
to develop a method of resource allocation that will improve the security of the cloud environment. At the same time, effective
data processing should be achieved. Method characteristics. The article discusses the method of adaptive resource allocation
in cloud environments, focusing on its significance for data processing and enhanced security. A notable feature of the method
is the consideration of external influences when calculating the characteristics of cloud resource requests and predicting
resource requests based on a time series test. The main idea of this approach lies in the ability to intelligently distribute
resources while considering real needs, which has the potential to optimize both productivity and confidentiality protection
simultaneously. Integrating adaptive resource allocation methods not only improves data processing efficiency in cloud
environments but also strengthens mechanisms against potential cyber threats. Research results. To ensure timely resource
allocation, the NSGA-II algorithm has been enhanced. This allowed reducing the resolution time of multi-objective
optimization tasks by 5%. Additionally, research results demonstrate that effective utilization of various types of resources
on a physical machine reduces resource losses by 1.2 times compared to SPEA2 and NSGA-1I methods.

Keywords: cloud environment; cloud resources; security; resource allocation; adaptability.

Introduction

The rapid advancement of cloud computing has
brought significant changes to the data processing and
security landscape, providing unprecedented scalability and
flexibility to enterprises and organizations. As cloud
environments continue to evolve, efficient resource
distribution and utilization become crucial for achieving
optimal productivity and reliable security measures. The
concept of adaptive resource allocation in clouds emerged
as a powerful strategy to address these challenges, enabling
dynamic parameter tuning to cater to diverse workloads,
data processing requirements, and security concerns.

The rapid growth of cloud computing, coupled with
increased data processing volumes and security demands,
poses challenges that necessitate novel approaches and
strategies. Resource allocation in cloud environments
emerges as a key problem, influencing both productivity
optimization and data security measures.

Traditional resource allocation methods often fail to
consider adjustments based on dynamic system loads, user
requirements, cybersecurity risks, and data integrity needs.
This results in inefficient resource usage, overloads, and
vulnerabilities from a cybersecurity perspective.

Moreover, the complexity arises from the multitude
of diverse data processing tasks with varying levels of
difficulty, each requiring different resources. Optimal
resource allocation needs to encompass this variability
and operate in real-time.

Furthermore, ensuring security in cloud computing
is a critical issue. With growing data volumes and
increasing attack possibilities, safeguarding confidential
information processed in cloud environments is
imperative. Adaptive resource allocation can impact
security levels, necessitating innovative approaches to
address these aspects. In this context, there is a need to
enhance resource allocation approaches and ensure their
adaptability to changing conditions and demands.

Literature Review Article [1] provides an overview of
current research in the field of adaptive resource allocation

in cloud computing. The authors analyze various approaches
to adaptive resource allocation, including dynamic resource
management, task scheduling, and quality of service
assurance. They also highlight challenges associated with
adaptive resource allocation, such as task diversity, speed
requirements, and data volume considerations. This
underscores the relevance of adaptive resource allocation for
data processing and security in the cloud.

In work [2], authors investigate approaches to
adaptive resource management in cloud computing. They
explore aspects such as load-based resource allocation,
load monitoring and forecasting, and resource
optimization for efficiency and cost savings. The paper
also sheds light on the key challenges of implementing
real-time adaptive resource management. Unfortunately,
security questions and the impact of cybersecurity risks
on resource allocation efficiency are not addressed.

Review [3] examines various approaches to dynamic
resource allocation in cloud computing. The authors
analyze different allocation algorithms, considering
factors like resource utilization efficiency, energy
efficiency, and computation costs. They also emphasize
the importance of adaptive resource allocation for optimal
cloud system functioning. However, similar to the
previous review, cybersecurity aspects are not covered.

Article [4] focuses on secure resource allocation in
cloud computing. The authors analyze different approaches
to ensuring security in adaptive resource allocation,
including data encryption, identification, and authentication.
Challenges and possible solutions for securing resources in
cloud environments are also discussed. However, the article
leans toward a more theoretical exploration, lacking
practical implementation examples.

Article [5] addresses load redistribution in
geographically distributed fog environments to achieve
virtual cluster load balance. The necessity and feasibility of
developing a universal and scientifically grounded approach
to load balancing are highlighted. Nevertheless, both this
article and the previous one seem more focused on theoretical
foundations rather than practical experimentation.

© Petrovska I., Kuchuk H., 2023
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In summary, these publications showcase various
aspects of adaptive resource allocation in cloud computing,
including dynamics, security, efficiency, and practical
considerations. Analyzing these sources contributes to a
deeper understanding of the issue and underscores the
relevance of developing an adaptive resource allocation
method for data processing and security in the cloud.

Main Part

The strategy of active allocation of cloud resources
is aimed at prompt forecasting of future requests for
resources and timely adaptation of allocation procedures
to dynamic bursts (changes) of requests in the future.
This will effectively counter unpredictable or anomalous
situations, including cyber-dangerous incidents. A
particularly important place in this strategy is occupied
by the method of preventive allocation of resources, the
structural diagram of which is clearly presented in Fig. 1.

VM number
requests predicted
V(t+d)

VM current
number requests
predicted W(t)

N(®)

VM requests queue

VM1 | [VM2]- - -

!

Allocation
resource

VMn

Fig. 1. Structural diagram
of the resource’s preventive allocation method

The essence of this method is the application of
adaptive forecasting procedures based on the analysis of
previous data and is based on the parameter R; (response
time). The main focus of the method is aimed at forming a
hybrid queue of requests for virtual machines. At the same
time, such a queue is formed taking into account current
requests, as well as anticipated future dynamic changes.

Suppose that the current sequence of virtual
machine requests is denoted by

Rec(t)=(reci(t),...,reci(t),...recs(t)), (€h)

where reci(t) represents the number of virtual machines
of type i at time t.

To estimate the future number of h main types of
requests for virtual machines at the time t+d, the
adaptive prediction algorithm APMRT is used, which
gives the following notation: Vi(t +d) represents the
number of requests of the i-th main type for virtual
machines at the time t + h.

The total number of requests to virtual machines
N(t) at time t can be formalized as the sum of the current
number of requests Rec(t) and the predicted number of
requests V(t+d):

V(t+d) = Va(t+d) + ... + Vi(t+d) + ... + Vio(t+d), (2)

where Vi(t+d) is the i-th main type of requests to virtual
machines at time t+d. The total number of requests for
virtual machines N(t) at time t should be equal to the sum
of the current number of requests for virtual machines
Rec(t) and the predicted number of requests for virtual
machines V(t + d):

N(W) = W(y) + V(t+ d)xC)xP(), @)

where W(t)= recl(t) + ... + reci(t) + ... + recn(t) — is the
current number of requests to virtual machines at time t.

If the expected number of requests for virtual
machines V(t+d) is not less than the threshold Nw, some
virtual machines must be allocated resources in advance.
C(t) should be equal to 1 and P(t) — is the percentage (for
example, 25%) of the virtual machine requests that should
be allocated resources in advance given the predicted
number of virtual machine requests V(t+d). Otherwise,
there is no need to provision virtual machines in advance,
i.e. C(t) = 0. After determining the predicted number of
requests for virtual machines V(t+d), the sequence of
requests for virtual machines should be established.

Assume that the predicted number of virtual
machine requests is ordered in descending order from the
first virtual machine type 1 to h. The largest virtual
machines requests (that is, requests of the first type) are
at the beginning of the request sequence, and the smallest
requests (that is, type h requests) are at the end of the
virtual machines request sequence. The intended
sequence of requests to virtual machines can be
expressed as follows:

reo}(t+d),rec§(t+d),...,
Rec(t+d)= recij(t+d),recij+1(t+d),..., . 4

rech (t+d)

where is recij (t+d) —the number of requests of the j-th

type of virtual machines. Thus, the sequence of requests
to virtual machines at time t can be expressed as follows:

recy (t),...,recy (t),
Rec'(t+d)= rec}(t+d),...,recij(t+d), , (5)

recij+l(t+d),...,recrr]‘1 (t+d)

Thus, the method of preventive allocation of

resources can be divided into several stages.
Stage 1. Predict future requests for
machines:

— using an adaptive forecasting method based on the
analysis of previous data and the R; parameter, determining
the predicted number of future main types of requests for
virtual machines for a certain time in the future t+d;

— designation of the number of requests Vi(t+d) of
the i-th main type of virtual machines at the moment of
time t+d;

— calculation of the total number of requests for
virtual machines N(t) at time t by adding the current
number of requests Res(t) and the predicted number of
requests V(t+d).

virtual
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Stage 2. Determination of the need to allocate
resources in advance:

— calculation of the current number of requests for
virtual machines W(t) at time t;

— if the predicted number of requests for virtual
machines V(t+d) is not less than the threshold value N,
issuing resources in advance for some virtual machines;

— setting the parameter C(t) and the parameter P(t),
which should be allocated in advance relative to the
predicted quantity V(t+d).

Stage 3. Establishing a sequence of requests to
virtual machines:

— taking into account the predicted number of
requests for virtual machines V(t+d) and establishing the
sequence of requests;

— assumption that the predicted number of virtual
machine requests is ordered in descending order from the

first virtual machine type to h, mapping the largest
requests at the beginning of the sequence and the smallest
requests at the end;

— finding the predicted sequence of requests to
virtual machines and the sequence of requests to virtual
machines at time t.

Model of multi-objective
distribution of resources

The multi-objective resource allocation model is a
mathematically and structurally formalized set of
algorithms and procedures that focus on task planning
and resource load balancing. The model consists of three
main parts for the formalization of tasks. The first part
creates a stack table containing information about all
cloud requests and their execution time on available
virtual machines, as shown in Fig. 2.

Provide the Required Parameters

Until the Limit H is Not Exceeded

w=1

No

Is W less than or equal to j?

H=H+1 N=1

Yes

Ykj = (cloud task size k) /
(Million Instructions Per Second
of device j)

N=N+1

Is N less than or equal to k?

No
Start the function msn-min
Yes
Start the function max-min
Start the "suffrage" function
No
W=wW+1

Fig. 2. Block diagram of stack table formation
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In the second part, the task of minimizing resources
for serving all requests is solved using three scheduling
methods: min-min, max-min, and genetic, as shown in
Fig. 3, 4 and 5 respectively.

Start the function min-min

Is H less than or equal to k?

Yes

No

Is W less than or equal to j?

min Tk Tk as the minimum of Ykj

Assign the value of Yk to Vj W=W+1

Update the value of Yk

Return the scheduled list with
the highest Yk value.

Exclude the value of Yk from the list
for all j values.

H=H+1

Fig. 3. Block diagram of the resource minimization procedure
for serving all requests using the "min-min" method

The work [6-11] presents the various methods of
multi-criteria allocation of resources. This method is
based on the construction of a multicriteria function with
minimization of the number of used physical machines

min in,j and minimizing the overall resource
S

performance mismatch between virtual and physical

machines min ZWVi,j where x;; denotes the mapping
S
element between the virtual machine v; and the physical
machine p;. If the virtual machine v; is placed on the
physical machine pj, then x;; is equal to 1. Otherwise, X;
is equal to 0. Therefore, the expression formalizes
ZXU the total number of physical machines used
S
within the solution S.

Start the function max-min

No
Is H less than or equal to k?

Yes

w=1

No
Is W less than or equal to j?

max Tk Tk as the minimum of Ykj

Assign the value of Yk to Vj W=W+1

Update the value of Yk

Return the scheduled list with
the highest Yk value.

Exclude the value of Yk from the list
forall j values.

H=H+1

Fig. 4. Block diagram of the resource minimization procedure
for serving all requests using the "max-min" method

In the expression to match resource performance

4
2
WV, j = Z(yXVi,k —yx pj,k)
k=1
a normalized virtual machine performance indicator is
used Vi— Y XV .

The normalized virtual machine performance
indicator vi - and the corresponding physical machine
performance normalization indicator pj — yx pj (y is

the normalization factor).

Also, in this expression, k=1, 2, 3 formulates the
availability of CPU, memory, disk, protection system
(firewall) resources, respectively.

To eliminate the shortcomings associated with the
inefficient use of physical resources, it is proposed to
improve the method of resource allocation based on the
prediction of virtual machine requests. If the ratio of
different types of resources in the request of the virtual
machine is closer to the available resources of the
physical machine, that is, the closer the ratio of resources
Vi1:Vi2:Via:Vis OF the virtual machine vi to pji:pj2:pj3:pjs Of
the physical machine pj is, the less likely it is to lose
resources for of this physical machine.
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Start the "suffrage” function

Is H less than or equal to k?

Ww=1

No
IS W less than or equal to j?

Calculate Tk as the difference
between the second smallest value of
Cij and the first smallest value of Ckj

min Tk

Assign the value of Yk to Vj W=W+1

Update the value of Yk

Return the scheduled list with
the highest Yk value.

Exclude the value of Yk from the list
forall j values.

H=H+L

Fig. 5. Block diagram of the resource minimization procedure
for serving all requests using the genetic method

Here, vi1, Viz, and viz represent the requested number
of CPU cores, memory, and disk size of virtual machine
vi, respectively; and pji, pj2, pjs, and pjz denote the
available number of CPU cores, memory size, disk size,
and firewall resource of physical machine p,
respectively.

Therefore, a model of matching the proportions of
resources is created:

2
4 W
PWV; j = Z[[y—X Pk I'1—)/><Vi,k]RkJ . (6)

k=1 Pja

where pjc— is the available capacity of resource type k for
physical machine pj;; vik — is the requested resource
capacity of virtual machine v;; R¢ — is a balancing factor
that regulates the value of the complex parameter

YXPjk XVi1
{#—yxw,kj (7
Pj1

for different types of resources.

For example, if the result of solving the expression
(7) for memory resources and firewall resources are 1
and 100, respectively, consideration of firewall resources
becomes a more important factor. Therefore, Ry for
firewall resources should be set lower than for memory

resources, for example, Ry = 1 for memory resources and
Ry = 0.1 for firewall resources.

Thus, we formulate the multi-objective problem of
optimizing resources taking into account cyber security
risks as follows. Allocation based on the number of

virtual machines used Z X; j » the total distance between
S

virtual and physical machine resources ZWVL j »and
S

the total distance between resource ZPWVL j shares
S

requires:

min{in’jJ , (8)

S
min[ZWVi‘jj , (9)

s
min[z PWVi’J-]. (10)

S

The primary goal of the multi-objective

optimization problem (8) for resource allocation is to
minimize the total number of physical machines used.
This objective depends on the values of the individual
mapping elements x;; between the virtual machine v; and
the physical machine p; within the solution S. The second
objective of problem (9) — is to minimize the total
distance between the resources of the virtual machines
and physical machines within the solution S. This
objective depends on the distance between resources

ZWVi, j between virtual machine vi and physical
S

machine p;. The third goal of problem (10) - is to
minimize the total distance between the resource shares
of virtual machines and physical machines within the
solution S.

This goal is based on the total distance between the
resource PWV; ; shares between the virtual machine vi

and the physical machine p;.

The total resources of processors, memory, disk
capacity, and firewall resources requested by the virtual
machines hosted on the physical machine p; are less than
the available resources of pjap. Therefore, the constraints
of the optimization problem can be formulated as
follows:

ZVLJ- XXi,j < pj,l , (11)
S
DVi2 XX j < Pj2 (12)
S
Zvi,3><xi,j < pj13 . (13)
S

(14)

ZViAXXi,j < pj14 .
S

The next optimization task is to improve the
solution algorithm to speed up the solution speed of the
multi-objective optimization function. For this, we will
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use the classical algorithm for solving the multi-objective
optimization problem - NSGA-II [12, 13].

NSGA-II  (Nondominated  Sorting  Genetic
Algorithm I1) is an evolutionary optimization algorithm
used to solve multi-criteria problems. This algorithm
belongs to the family of genetic algorithms and is
designed to solve problems where there are several
conflicting objectives that need to be optimized
simultaneously.

NSGA-II is based on the idea of ranking non-
dominated solutions (i.e., solutions that cannot be
improved in one objective without deterioration in other
objectives) and divides the population into Pareto fronts
(a set of non-dominated solutions). The main goal of
NSGA-II is to find an optimal approximation of the
Pareto front, i.e., the set of solutions that best represent
the various trade-offs between conflicting objectives.

The main steps of NSGA-II operation include
generating an initial population, applying crossover and
mutation operators to create new individuals, ranking
solutions using non-dominated sorting and criterion
ranking, sampling non-dominated solutions for the next
population, and applying an archive to store non-
dominated solutions and their alternative distributions.

As a genetic algorithm of multi-objective sorting
algorithm, this algorithm is widely used to solve multi-
objective optimization problems and shows good
performance. However, the NSGA-II algorithm has a
drawback: the computation time of fitness values (ie,
objective functions) is often long, which may threaten the
timeliness of resource allocation. In addition, it is
necessary to calculate the fitness value for a large number
of individuals in the evolution of the population. Thus,
we propose to improve the NSGA-11 algorithm to speed
up the solution process by computing the fitness function
in parallel. We use multi-core processors to compute
fitness values for individuals in parallel, which
accelerates the convergence of the proposed algorithm.
The fitness values for each individual are calculated as

follows:
fl(Ek):ZXi,j s (15)
S
f2 (B ) =2 WV j (16)
S
(17)

fa(Ek)=§,PWVi,j :

Thus, the third part of the modeling is devoted to
the formalization and coding of data within the genetic
algorithm for resource load balancing.

The block diagram of the algorithm is presented in
Fig. 7.

Conducted comparative studies with the SPEA2
[14] and NSGA-I11 algorithms showed that with 4 threads,
the SPEA2 method achieves CPU utilization at the level
of 59% and memory at the level of 61%, NSGA-II
achieves CPU utilization at the level of 64% and memory

at 66%, while the proposed method achieves CPU
utilization of 63% and memory utilization of 65%.

Generate a population of n
chromosomes using the obtained
minimum value

Set H = 1, where W represents
the number of solutions to
generate

F(i) = (C(i) / Total completion
time) * Million Instructions Per
Second (i)

F(i) = F(i) / Summ F(i)

Generate a random value k
within the range of 0 to 1

No

Is k less than or equal to
the crossover probability?

Generate the n-th solution
through crossover

Generate the n-th solution
through the process of cloning

Apply mutation using the given
mutation probability

No
Is W equal to H?

Display the load-balanced

H=H=1
outcome

Fig. 7. Block diagram of the genetic algorithm
for resource load balancing

Conclusions

Thus, a method of adaptive distribution of cloud
resources has been developed.

A distinctive feature of the method is the
consideration of external influences when calculating
the features of requests for cloud resources and
forecasting requests for resources based on the series
sequence test.

The NSGA-II algorithm has been improved to
ensure timely allocation of resources. This made it
possible to reduce the time of solving the multi-objective
optimization problem to 5%.

Also, the results of the study showed that the
effective use of different types of resources on a physical
machine reduces resource losses up to 1.2 times
compared to the SPEA2 and NSGA-11 methods.
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AnanTuBHMII MeTO pPo3MOaiTy pecypcin
17151 00POOKHU TaHUX i MiTBUIEHHS (e3MeKH XMAaPHOT0 cepe10BHINA

I. YO. ITetpoBcbka, I'. A. Kyuyk

AnoTtaunis. I[lpexMer AOCTITKEHHS: METOIU PO3IONALTY PpECypciB XMapHOTO cepemoBuina. MeTa dOCTiIKEHHS:
PO3pOOUTH METOJ| PO3MOIITY pecypciB, II0 JTO3BOJHTH MiABUIIMTH O€3MeKy XMapHOro cepenoBuiia. [Ipu ipoMy oBHHHA OyTH
JocsrHeHa edeKTuBHa 00poOKa JaHuX. XapaKTePUCTHKH PO3POOKHU. Y CTATTI PO3MIIAAETHCS METOJ aJalTHBHOTO PO3IOJILIY
pecypciB y XMapHHX cepeioBHIIax. PO3rIssHYTHI METO/I 30Cepe/KY€EThCs Ha HOTo 3Ha4YeHHI A1t 0OpOOKH JaHHX Ta ITiJABUICHHS
Oe3nexn. BakinBoo 0COONMBICTIO METO/Ty € BpaXyBaHHS 30BHILIHIX BIUIMBIB IPH PO3PaxXyHKY XapaKTePHUCTHK 3aMHUTIB HA XMapHi
pecypcH Ta MpOTHO3YBaHHS 3alUTIB Ha PECypCcH Ha OCHOBI IepeBipkM 4acoBUX psdiB. OCHOBHA ifies LBOTO MiAXOIy IOJIArae B
3[aTHOCTI PO3YMHO DO3IOALIATH PECYpCH 3 YpaxyBaHHSIM pealbHHX MOTPeO, IO Mae TMOTEeHIHal Uil ONTHMi3alii sK
MPOAYKTHBHOCTI, TaK 1 3aXUCTy KOH(DINCHIIITHOCTI OHOYacHO. [HTerpalis afanTHBHUX METOMIB PO3MOALTY peCypCiB HE TUTHKU
miABHIIY€E e()EeKTHBHICTh 0OPOOKH JaHUX Y XMapHUX CEPEIOBHINAX, aJle i 3MIIHIOE MEXaHI3MH MPOTH MOTEHIIIHNX Kidep3arpos.
PesyabraTu pocaimxenns. s 3abe3nedeHHs: cBO€UacHOTro po3mnoainy pecypcei anmroputM NSGA-II Gyno Brockonaneno. 1e
JIO3BOJIMJIO CKOPOTUTH Yac PO3B’si3aHHS 3aBIaHb OaraToKkpuTepiaibHOi onTuMizanil Ha 5%. Kpim Toro, pe3ysabraTté JOCIiHKEHHS
JEMOHCTPYIOTb, 1110 €()eKTHBHE BUKOPHCTAHHS Pi3HUX THIIB pecypciB Ha (i3nyHii MalnHi 3MeHIIye BTpaTH pecypciB y 1,2 pasu
nopiBHsiHO 3 Metogamu SPEA2 i NSGA-II.

KawuoBi cioBa: xmMapHe cepefoBulIlie, XMapHi pecypcH, Oe3meka, po3moaii pecypciB; afanTHBHICTb.
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COMPARATIVE ANALYSIS OF THE EFFICIENCY
OF VARIOUS ENERGY STORAGES

Abstract. Research relevance This article presents a mathematical solution to the issue of a comparative analysis of various
types of energy storage devices and determining the most efficient type of energy storage device for use on an industrial scale.
The subject of the study in the article is the most important parameters of seven types of energy storages, the use of which
is spreading in the world. The purpose of the work is to obtain an answer to the following question: which of the ubiquitous
different types of energy storages is most likely to be the most efficient for the future industrial energy supply? The following
tasks are solved in the article: 1) generalization of the collected data; 2) analysis (evaluation) of data using mathematical
methods of data analysis. The following research methods are used: comparison, abstraction, axiomatic, analysis, synthesis,
formalization and induction. The following results were obtained: among the analyzed energy storages, the best result was
shown by a mechanical potential (gravitational) energy storage. Conclusions: If it is planned to use energy storages on an
industrial scale in various fields, it should be recognized as expedient to give preference to gravitational devices.

Keywords: energy storage; gravitational energy storage; electrochemical energy storage; capacitor energy storage; thermal

energy storage; flywheel energy storage; compressed air energy storage; cryogenic energy storage.

Introduction

Recently, the transition to renewable energy has
been widely discussed around the world, but the
difficulties that will follow this transition are often
ignored. However, the possibility of using renewable
energy will depend on the elimination of the
aforementioned difficulties.

Renewable energy has a number of advantages over
traditional energy, but it also has serious disadvantages.
In most cases, it can only be provided intermittently.
These breaks can be regular and predictable, as in the
energy of the Sun, sea tides, or irregular and
unpredictable, as in the energy of the wind, sea waves.
The intermittency of renewable energy is one of its main
disadvantages [1-8].

Even now, when traditional energy sources are
universally preferred, power outages occur and this is a
problem. But in the future, with the transition to the use
of renewable energy, interruptions in its supply will
become common and frequent, and the problem will
increase dramatically. This will have a serious negative
impact on energy consumers.

The results of previous analyzes show that the use
of energy storage means is the most optimal solution to
the problem under consideration. At the same time, a
certain amount of supplied energy with its excess (for
example, at night or during hours of less consumption)
can be accumulated and stored. When energy decreases
(for example, during peak hours) or it is off, previously
accumulated energy can be used. This means that
renewable energy sources require the use of energy
storages along with them [9-20].

Energy storages is currently being deployed mainly
at the level of commercial and demonstration projects in

some countries that are starting a gradual transition to
renewable energy. They are of different types and differ
sharply from each other in terms of the principle of
operation, device, technical capabilities and financial
costs. Along with all this, there is no doubt that the need
for the use of energy storages will arise and increase as
the transition to the widespread use of renewable energy
around the world [9-20].

But a natural question arises: what type of energy
storage among many different types will be the most
effective for future uninterrupted power supply on an
industrial scale? Getting a definitive answer to this
question was the aim of the study.

This problem was partially considered in [11, 14].

However, in [11] gravitational and cryogenic
energy storages were not considered, the comparison was
built in a primitive way and for each parameter
separately, and only 5 parameters were used. In [14],
flywheel, compressed air and cryogenic energy storages
were not considered, the parameters of various storages
were collected in one table, but no comparison was made.
Therefore, the task of determining the efficiency of each
considered energy storage device for subsequent
objective comparative analysis and identification of the
most efficient type of energy storage device is topical.

In the research, based on the collected theoretical
material, the effectiveness of seven types of energy
storage devices that are gaining distribution in the world
has been studied and analyzed in terms of technical and
economic aspects. These are electrochemical, electro
capacitive, thermal, mechanical kinetic (flywheel),
mechanical potential (gravitational), compressed air and
cryogenic energy storages. To simplify the task a little,
the influence of the terrain, atmospheric pressure,
temperature, humidity, wind and other natural
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phenomena on the operation of these energy storages is
not taken into account.

Based on the results of previous analyzes, it is
assume that a mechanical potential (gravitational) energy
storage will be more effective than other storages. The
research should confirm or refute this assumption.

Methodology

Such methods of scientific research as comparison,
abstraction, axiomatic, analysis, synthesis, formalization
and induction were used during the research. The
research was conducted in two stages: 1) data collection
2) evaluation.

1. Data collection.

As many different materials as possible were used
to ensure the greatest possible objectivity.

Seven parameters were selected for the research,
which are most important for the characteristics of energy
storage devices and are most often found in the literature.
These are output power, capacity, efficiency, response
time, discharge time at rated power, service life and unit
cost [9-28].

Since in various literature the values of some
parameters are expressed in different units of
measurement, for each of the following three parameters,
a conversion was made to the specified unit of
measurement:

- output power — watt

- capacity — watt-hour

- unit cost — US dollar/kilowatt-hour

For the other four parameters, there was no such
need.

Taking into account the presence of inflation, only
data for the last 6 years was used to collect data on unit
cost.

If the parameter value changes in a certain range,
the average value of the range was taken for calculations:

Average = (Least value + Largest value) /2 (1)

Some values in the literature are expressed as the
plural form of the unit of measurement (like seconds,
minutes, etc.), without specifying a specific number. In
order to obtain the numeric values necessary for
evaluation, the plural form is converted to a numeric
form. For this, the principle was applied: the plural form
of the unit of measurement was taken as half of the unit
of measurement one step more. For example, "seconds"
were taken as half a minute — 30 seconds. All such
transformations performed during the research are
presented in Table 1.

Table 1 — Converting the plural form of a unit of measure
to values expressed in numbers

Plural Unit .
. The resulting
form of unit of measure
value
of measurement one step up
milliseconds a second 0.5 seconds
seconds a minute 30 seconds
minutes an hour 30 minutes
hours a day 12 hours
days a week 3.5 days

2. Evaluation.

Each type of energy storage has been rated by some
factor for ease of comparison. It is called the final
coefficient and is determined on the basis of 3 general
principles that apply to all types of energy storages:

- the final coefficient of a particular type of energy
storage is formed by the sum of the coefficients
corresponding to the values for each parameter;

- no parameter is given preference in the evaluation,
the significance of each parameter is taken equal for the
final assessment;

- agood value of the parameter gets a proportionally
larger one, and a bad value gets a smaller coefficient.

To implement the above principles, it is required to
determine the coefficients corresponding to the values for
each parameter for each type of storage (total 7 x 7 = 49
coefficients). To do this, first, within each individual
parameter, the mathematical sum of all 7 coefficients that
correspond to seven different types of storages was taken
equal to 100, and the sum of all 49 coefficients for all
seven parameters is 700. Such application of coefficients
is necessary for the possibility of final evaluation based
on the values of completely different parameters. The
results of previous analyzes show that the above
mathematical approach is able to provide the necessary
objectivity in finding the answer to the question posed.

If it is better for a parameter to have a larger
numerical value, then the coefficient (C) was calculated
as follows:

C =TV x100/Sum TV )

Here TV is the type value and Sum TV is the sum
of values of all types. If it is better for a parameter to have
a smaller numerical value, then inverse proportionality
was applied and the coefficient was calculated in three
steps.

At the first step, the intermediate coefficient (IC)
was calculated:

IC =TV x 100 / Sum TV A3)

At the second step, the reciprocal of the
intermediate coefficient (RIC) was calculated:
RIC=1/IC 4
At the third step, the coefficient was calculated:
C=RIC x (100 / Sum RIC) 5)

Here Sum RIC is the sum of RIC of all types. After
that, the final coefficient (FC) was calculated by
summing all the coefficients:

FC=Cl+..+C7 (6)

To simplify the calculation of the coefficients, the
numbers in Tables 4, 5, 6, 7 and 8 are rounded to the
nearest hundredth. If in the fractional part of the number
after the decimal point the first digit is zero, rounding was
done to thousandths, and if the first two digits are zeros,
then to ten thousandths.

Research results

More than a hundred different literature covering
relevant areas were studied to collect data. Fifty-one of
them: [9-59] were particularly useful, and all data was
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taken from these sources. Discrimination between
different sources was excluded: any information taken
from any source was accepted on an equal basis with
others.

The various values of the considered parameters of
each type of the studied energy storage available in the
mentioned literature were taken and recorded in separate
groups. As a result, 49 sets of values were formed, each
of which corresponded to a certain parameter under
consideration.

For example, the set of values for the output power
of thermal energy storages consisted of 28 elements. The
smallest of these elements is 5 kW and the largest is 500
MW. Efficiency values for compressed air energy
storages were taken from 19 sources. The smallest of
them is 35%, and the largest is 86%. In three cases, all
values in the set were the same. The collected values are
listed in Table 2, but not all are recorded in the
corresponding cell, but only the smallest and largest
values from each set (in the above examples, these are 5

kW and 500 MW, also 35% and 86%), with a “-” sign
between them.

Thus, certain ranges of values of the parameters
under consideration were created for the studied energy
storages (46 ranges in total), and specific values appeared
in three cells not in the form of a range.

The values of two parameters: response time and
discharge time at rated power in the literature in some
cases are indicated as a plural form of the unit of time,
for example, "milliseconds”, "seconds", "minutes",
"hours", "days". In some cases, these values are given in
numbers.

To enable evaluation, all values in the plural form
of the unit of time were converted to numerical values in
the order specified in Table 1.

Then, according to the formula (1), the average
value of the range was calculated for each parameter, the
value of which is expressed as a range. Table 3 was
compiled on the basis of the average values obtained, as
well as the three specific values available.

Table 2 — Parameter values collected from the literature for each type of energy storage [9-59]

Parameter values for each type of energy storage
Parameter -
. Electro Gravita- Compre- .
Electrochemical capacitive Thermal Flywheel tional ssed air Cryogenic
0.8-300 5 kW - 2 kw -20 250 kW - 100 kW -
Output power 5 kW -250 MW KW 500 MW MW 7GW 9 kW -3 GW 1GW
. 0.7 kWh - 18 MWh - 3kWh- |2MWh-80| 7kWh -
Capacity 250 MWh 0.2-1KWh | 31 6Gwh | 5Mwh GWh 3Gwh | 25500 GWh
Efficiency, % 45-98 85-99 25-80 85-97 70-90 35-86 15-70
Response time seconds milli- 1-15 1-2minutes ! set.:ond ~ | 1-2 minutes | 1-2minutes
seconds minutes 2 minutes
Discharge time . seconds - seconds -
at rated power minutes - days minutes hours - days hours hours - days | hours - days | hours - days
Service life, 3-20 10-20 30 10-20 20-50 20-50 20-40
years
unit cost, 40-4000 100-10000 |  3-120 800-7000 1-430 2-140 140-530
$/kWh
Table 3 — Calculated average values of energy storage parameters
Average values of energy storage parameters
Parameter :
Electrochemical Electro Thermal Flywheel Gravita- Compres- Cryogenic
capacitive tional sed air
Output power 125 MW 150 kW 250 MW 10 MW 3.5GW 1.5GW 0.5 GW
Capacity 125 MWh 0.6 kWh 5.8 GWh 2.5 MWh 40 GWh 1.5 GWh 250 MWh
Efficiency, % 72 92 53 91 80 61 43
Response time 30 seconds 0.5seconds | 8 minutes | 1.5minutes | 1minute | 1.5minutes | 1.5 minutes
Discharge time at 42 hours 15 minutes 48 hours 6 hours 48 hours 48 hours 48 hours
rated power
Service life, years 12 15 30 15 35 35 30
Unit cost, $/kWh 2020 5050 62 3900 216 71 335

Evaluation began after the full formation of Table 3.

Since other formulas were used in the case where
the lower numerical value is considered the best, the
corresponding parameters were evaluated separately.

Since it is better to have large numerical values for

and service

life, the

output power, capacity, efficiency, discharge time at
rated power
corresponding to them were calculated by formula (2).

coefficients
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The 5 coefficients obtained from these calculations  corresponding to them were calculated using formulas
for each type of energy storage (total 7 x5 =35) are listed  (3), (4) and (5). At the first step, intermediate coefficients

in Table 4. corresponding to the values of the parameters were
Since it is better to have smaller numerical values  calculated using formula (3).
for response time and unit cost, the coefficients The results were entered in Table 5.

Table 4 — Calculated coefficients corresponding to parameters for which it is better to have large numerical values

Coefficients obtained as a result of evaluating parameter values

Parameter Electroch Electro Gravita- | Compre- | Cryo-
- o Thermal Flywheel - . -
emical capacitive tional ssed air genic
Output power 2.12 0.0025 4.25 0.17 59.47 25.49 8.50
Capacity 0.26 1.26 e-6 12.17 0.0052 83.90 3.15 0.52
Efficiency 14.63 18.70 10.77 185 16.26 12.40 8.74
Discharge time at ra-ted 17.48 0.10 19.98 2.50 19.98 1998 | 19.98
power
Service life 6.98 8.72 17.44 8.72 20.35 20.35 17.44

Table 5 — Intermediate coefficients corresponding to parameters for which it is better to have smaller numerical values

Intermediate coefficients corresponding to parameter values
Parameter ita- - -
Elecyroche EIecFr_o Thermal Flywheel GraV'ta Compr_es Cryc_)
mical capacitive tional sed air genic
Response time 3.57 0.059 57.11 10.71 7.14 10.71 10.71
Unit cost 17.33 43.33 0.53 33.46 1.85 0.61 2.87

At the second step, the reciprocals of the step, calculations were made using formula (5) and the
intermediate coefficients were calculated using formula  obtained 2 more coefficients for each type of energy
(4) and the results were entered in Table 6. At the third  storage (14 in total) were entered in Table 7.

Table 6 — Reciprocals of intermediate coefficients from Table 5

Reciprocals of intermediate coefficients
Parameter ita- -
EIecFroche Electr_o Thermal Flywheel Gfawta Compr_es Cryogenic
mical capacitive tional sed air
Response time 0.28 16.95 0.018 0.093 0.14 0.093 0.093
Unit cost 0.058 0.023 1.89 0.030 0.54 1.64 0.35
Table 7 — Coefficients corresponding to parameters for which it is better to have smaller numerical values
Coefficients obtained as a result of evaluating parameter values
Parameter .
EIecFroche Elec'gr_o Thermal Flywheel Gravitatio Compresse Cryogenic
mical capacitive nal d air
Response time 1.58 95.94 0.10 0.53 0.79 0.53 0.53
Unit cost 1.28 0.51 41.71 0.66 11.92 36.20 7.72

Finally, using formula (6), the final taken from Table 4 and Table 7, and the results were
coefficients were calculated based on the terms entered in Table 8.

Table 8 — Final coefficients for evaluating different types of energy storages

Final coefficients

Parameter Electroche Electro Gravita- Compres- .
: - Thermal Flywheel - . Cryogenic
mical capacitive tional sed air
Final grade 44.33 123.97 106.42 31.09 212.67 118.10 63.43
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Aspects (opportunities)
of practical application

Some types of gravity storage devices may have
certain limitations. For example, a pumped hydro storage
device depends on the presence of large reservoirs
located at different heights.

The main advantages of gravitational energy
storage are as follows: huge output power, huge capacity,
long service life, low operating costs.

The main disadvantage of gravitational energy
storage is sometimes called the large scale of
construction. But this statement is disputable, if we take
into account the output power and capacity, which are
provided by gravitational storage devices.

The discussion of the results

Thus, the results of the research confirmed the
proposed hypothesis. Among the analyzed energy
storages, the best result was shown by a mechanical

potential (gravitational) energy storage with a final
coefficient of 212.67. This is 2.13 times better than the
arithmetic mean of 100 for all types of energy storages
analyzed.

As evidence of the objectivity and advantages of
such a result, the fact that the use of gravitational force is
still the most common way to accumulate energy on a
huge scale can serve as evidence. In addition, in recent
years there are more and more new ways of using gravity
to store energy. And this shows that the potential of this
approach to energy storage is far from being exhausted.

Conclusions

The results of the work done show that for the
accumulation of energy in large quantities, the use of
gravitational force is clearly better than other options. It's
cheaper, easier and more durable.

If it is planned to use energy storages on an
industrial scale in various fields, it should be recognized
as expedient to give preference to gravitational devices.
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IlopiBHAVILHUI aHAJI3
e()eKTUBHOCTI Pi3HUX THIIB HAKONHYYBa4YiB eHeprii

A.T.Tacanos, E. I'. T'ammmos, b. C. 3ynedyrapos

AHoTalisi. AKTyaJdbHICTh TOCTIIKeHHsI. Y CTaTTi HaBeICHO MaTeMaTHYHE BUPIIICHHS IUTaHHS MOPIBHAIBHOTO aHATIZY
PI3HUX TUIIB HAKONMYYBaYiB €HEPril Ta BU3HAYCHHS HAWOUIBII e)eKTHBHOTO THITY HAKOIIMYYyBada €HEeprii s BUKOPUCTAHHS y
poMuciIoBUX Macmtabax. [IpeamMeTom A0CTHiTKeHHS Y CTATTi € HAWBAXKJIMBINII TApaMETPH CEMH THITIB HAKOTTUYYBaviB €HEPTii,
BUKOPHCTAHHS SIKMX PO3IIISAAETHCS Y CBiTi. MeTa podoTH — OTpUMATH BiJIIOBIAb HA TaKe 3alTUTAHHS: SKUH i3 TOMINPEHHUX PI3HUX
THUIIIB HAKONMHUYYBa4iB eHEeprii, MIBU/IIE 32 Bce, Oyne HalleheKTHBHILIMM ISl Mail0yTHHOTO TIPOMHUCIOBOTO €HEPronocTayaHHs ?
VY cTarTi BUpIIYIOTHCS Taki 3aBaaHHsi: 1) y3aranbHeHHs 3i0paHnx AaHux; 2) aHaii3 (OLIHKA) JaHUX i3 BHKOPHCTaHHIM
MaTeMaTHYHUX METOJIIB aHaJi3y JaHUX. BUKOPHCTOBYIOTHCS TaKi METOAM HOCTIMKEHHS: TOPIBHIHHI, aOCTPaKILisl, akcioMaTHKa,
aHani3, cuHTe3, Gopmainizaiis Ta iHAYKLis. Bynu oTpuMmaHi Taki pe3yJbTaTH: cepel MPOoaHaTi30BaHMUX HAKOMMYIyBadiB eHeprii
HafKpalmuii pe3ynpTaT IOKa3aB MEXaHIYHWN (TpaBiTalliiHUI) HakomudyBad eHeprii. BucHoBok. Skmo mmaHyerscst
BHKOPUCTOBYBAaTH HAKOMUUYyBadi €HEprii B NMPOMHCIOBHX Macmirabax y pi3HHX cdepax, CIiJ BU3HATH 3a AOIIIBHE BiINaTH
nepeBary rpaBiTaliiiHIM IPUCTPOSIM.

Kaw4doBi cioBa: 30epiranHs eHepril; HaKONMMYyBadi rpaBiTaliiiHOl eHepril; eNeKTPOXiMIYHMI HAKOIMYyBad SHEeprii;
KOHJIGHCATOpHHUH HAKONM4YyBad €Heprii; akyMyJIOBaHHS TEIUIOBOI €Heprii; HaKONMWIyBad €Heprii MaxOBHKa; aKyMYJIOBAHHS
€Heprii CTUCHEHOTO TOBITpPS; KPIOTeHHUH HAKOITMIyBad CHEpTii.
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OIIHKA CTAHY
PI3BHUX CIVIBCBKOI'OCIHIOJAPCBKHUX KYJIBTYP
3 BUKOPUCTAHHSAM ®PAKTAJIBHOI'O AHAJII3Y

AHoTanisi. BiIcyTHICTh 3arajJpbHUX MiAXOAIB IO OLIHKH CTaHy CIIBCHKOT'OCIIOAAPCHKHUX KYJbTYp 3a naHumu [133
MoKasye, [0 3ajaya OLIHKU 3MiH iX CTaHy € A0 KiHIA He BupimeHorw. IlpeaMeTom HOCHiKEHHS € OLIHKA CTaHy
CIIBCHKOTOCTIONAPCHKUX KYJNBTYpP PI3HUX TUIIB 3 BUKOPHCTAHHAM (pakTanbHOro aHanizy. O0’€KTOM IOCTiIKECHHS €
KOCMIiuHI 3HIMKH cymyTHHKa Sentinel-2 cilbChKOTOCIOAAPCHKUX KYNBTYP Pi3HUX THIMiB. MeTOKW € pO3riisi MOXJIH-
BOCTI BUKOPHCTaHHS ()PAaKTAIBHOTO aHaNi3y KOCMIYHHUX 3HIMKIB CIJICHKOTOCIIONAPCHKUX KYJIBTYP PI3HUX THIIIB IS
BH3HAYEHHS 3MiH iX cTany. OTpuMaHi HacTynHi pe3yabTaTu. [IpoBeneHa OMiHKH CTaHy Pi3HHX CLITBCHKOTOCIIONAP-
CBKHX KYJNBTYp (KYKYypyA3H, COHSLIHMKA, IIIEHUI, SIMEHS 1 TPeUKn) Ha HMPOTA3i BChOTO Iepioqy Bererarii 3 BUKO-
pucTaHHAM (QPaKTAIBLHOTO aHANi3y X KOCMIYHHX 3HIMKiB. OCHOBOI (PpaKTaILHOTO aHai3y KOCMIYHUX 3HIMKIB € MMO-
OynmoBa mousa ¢pakTadbHUX po3MipHOcTel. [lokazaHo, IO HOPMATBHUH CTaH CLIBCHKOTOCTIOAAPCHKHUX KYJIBTYp Xapa-
KTEpU3y€eThCs 30UIBLUICHHAM CepeiHiX 1 MiHiManbHUX (pakranbHUX po3mipHocreil (PP) Ha mouaTkoBUX (pazax Bere-
Tauii, JOCATHEHHsAM HaiOinpmux 3HaueHp OP Ha cepenHix ¢aszax Bererauii i 3H0By 3MeHIIeHHAM OP Ha mi3HIX ¢a-
3ax Bererauii. BuzHaueHo, mo 3a BennyuHOW0 cepenHix ®P MokHA PO3MOMITUTH OIS, 3aCisiHI TPEUKOIO 1 KyKypy-
II3010 Ta TOJIs, 3aCisHI COHSAIIHUKOM, MIICHHUIICIO 1 suMeHeM. Mixk co00r0 IO, 3aCisiHI TPEUYKOI0 1 KyKypyA30H0 MOX-
Ha PO3UINTH 3a TPUBAIICTIO HallOIbIIKMX 3HaYeHb P, a mous, 3acisiHi COHSAIIHIKOM, MIIEHUICIO 1 TYMEHEM MiX co-
6010 3a BenmuuHOIO cepeanix OP i TpuBamicTio IX HAHOLIBIIMX 3HAYEHb PO3AUINTH MPAKTUIHO HE MOXKIIHBO. BucHo-
BKH. [IpoBeneHi gociipkeHHs noKa3aiy, Mo GpakTalbHUI aHajli3 KOCMIYHHX 3HIMKIB JJO3BOJISE€ MIPOBOJUTH MOHITO-
PHUHT CTaHy CUIBCBKOTOCIIOAaPCHKUX KYJBTYp Pi3HHX THIIIB.

Knao4oBi cioBa: omiHka cTaHy CUIBCHKOTOCIIONAPCHKUX KYJBTYP; KOCMIYHHH 3HIMOK; (pakTaidbHHH aHaii3; ¢pax-

TaJIbHA PO3MIPHICTb.

Beryn

JucranniiiHe 30HIYBaHHS 13 3aCTOCYBaHHIM Ja-
HUX 3 KOCMIYHHUX amapaTiB € Ba)XIMBUM 1HCTPYMEHTOM
JUI. MOHITOPHHTY CTaHy CiJIbCBKOTOCHOIAPCHKUX 3e-
Menb [1].

KocwmiuHi 3HIMKH BIZPI3HSAIOTHCS Bifl BCIX IHIIKX
MPOCTOPOBUX AaHHUX (TororpadiuHuX KapT, KapT arpo-
BUPOOHMYMX TpyN IPYHTIB Ta iH.) PI3HOMaHITHICTIO
iHpopMarii, sKy MOXHA OTPHMATH Ha IX OCHOBI, Oilb-
II0I0 JOCTYIIHICTIO 1 aKTYaIbHICTIO 32 PaXyHOK PeryJis-
PHOCTI OHOBJICHHSL.

Sk HacmimoK, B OCTaHHI POKH 3’SIBISETHCS Bce Oi-
JIbIIIE JIOCIIKEHb POCIMHHOTO MOKPHUBY Ta HOTO OKpe-
MHUX BJIACTHBOCTEH Ha ocHOBI manux /133 [2].

Pi3HOMaHITHI POCIIMHHU BiJIPI3HSIOTHCS HAasBHICTIO
PI3HUX MIrMEHTIB, BMICTOM BOAM i (Pi3SHUHOIO CTPYKTY-
POIO JIHCTS, IO y CBOIO YEpPry CTBOPIOE YHIKaJIbHHIA
CIIEKTp MOTIMHAHHS COHSIHOTO eHeprii [3].

3anexHo Bix Ga3u po3BUTKY, O10JOTTHHOTO BHUIJIS-
1y, CTaHy JOBKUUIS 1 CTaHy POCIHMHH, CHEKTp 3MiHIO-
eTbes y daci. Lli 3MiHM ceKTpy NMOTJIMHAHHS JOCIiHHU-
KA BHUKOPHCTOBYIOTH JUISl BHDILIEHHS 3aBJaHb OI[IHKH
CTaHy POCIMHHOCTI Ta BH3HAYalOTh EMIIPUYHI 3ajex-
HOCTI MK CHEKTpaJbHUMH XapaKTepHCTHKaMu Ta 0io-
XIMIYHUMHM IIapaMeTpaMu pi3HUX POCIIUH.

Ce30HHI 3MiHU KOEQIIiEHTIB CIEKTPaIBHOI SICKpa-
BOCTI MiCTATH iH(OpPMAIIiio, SKa MOXKe OYTH BHKOPHCTA-
Ha JIUISL aHAITi3y PO3BUTKY POCIMHHOTO MOKpHUBY [4, 5].

Ane i yac OTpUMaHHS JaHUX I TaKOTO MOHI-
TOPHHTY POCIMHHOTO MOKPHBY Ta OLIHKH HOTO CTaHy
BHKOPHUCTOBYETHCS amapaTypa TilepcreKTpalbHOoi 3i0-
MKk [6].

Jlo Takoi amapatypu BHCYBAIOThCS BUCOKI BUMOTH
o070 il abCOMOTHOTO a00 BiTHOCHOTO PallioOMETPHIHO-
ro KajuiOpyBaHHS, SIKe y MOAANBIIOMY BIUIMBAE Ha SIK-
ICTh OTPUMAHUX JAAHUX 1 Ha JOCTOBIPHICTH PE3yNbTATIB
ix o0poOneHHs. Bce me mpuBOgUTH 1O 301NBIICHHS
CKJIATHOCTI 1 BapTOCTi amapaTypH OTPUMaHHS KOCMid-
HHUX 3HIMKIB, a TaKOX J0 YCKJIQIHEHHS aJrOPUTMIB iX
00poOIeHHS.

[TepcrieKTHBHUM HAIPSIMKOM MiZBHIIEHHS 1H(Op-
MaTUBHOCTI KOCMIYHUX 3HIMKIB, $IKIi OTPHUMYIOThCS
TUIBKK B OJIHOMY Jiana3oHi XBWb, € 3aCTOCYBaHHS Me-
TOJiB (hpaKTAIHLHOTO aHaji3y 300paxens [7, 8].

Pi3Ha CKIamHICTE MOBEPXOHb Ta POCIUHHOCTI
MPUBOANUTE 10 Pi3HUX GopM muU(GPOBOro 300pakeHHS,
CKJIAJIHICTh SIKUX MOYHA KiJTbKICHO OL[IHUTH 3a JOIIOMO-
roro BenuuuHu QpaktansHoi po3mipaocti (PP). ¥V po-
6oti [9] mokasaHa MOXIMBICTH 3aCTOCYBaHHs (paxTa-
JBHOTO aHAIi3y KOCMIYHHMX 3HIMKIB  CyNyTHHKa
Sentinel-2 mns omiHkM cTaHy MOCIBIB KyKypya3u Ha
pi3HuX (hazax BereTaii, ane He PO3TIATAETHCS TUTAHHSI
OIIHKU CTaHy iHIIHMX CLIbCHKOTOCIIOAAPCHKUX KYJBTYP,
SKI BUPOIIYIOTBCS CIIBIOCIIBUPOOHNKAMH.

VY 3B’S3Ky 3 MM NPEACTaBIIA€ NMPAKTHIHUNA iHTe-
pec MPOBECTH aHalli3 BEJINYMH (paKTaabHOI po3MipHOC-
Ti KOCMIYHUX 3HIMKIB ITOJIB, 3aCiIHUX IHIIUMH KYJIBTY-
paMmu, HaNpHKIIaA, COHAIIHUKOM, MIICHHUIEIO, SSTYIMEHEM
1 IpeyYKor0, Ta NOPIBHATH iX 3 (paKTAIBLHOIO PO3MIpHIC-
TIO KOCMIYHUX 3HIMKIB TIOJIB, 3aCiSIHUX KyKYPYI3010 Ta
MiX co00r0.

Meta cTaTTi: PO3IISHYTH MOXIIUBICTH OLIHKH
CTaHy Pi3HHUX CUTLCHKOTOCIONAPCHKUX KYJIBTYpP Ha MPO-
Ts31 BCHOT'O TIEPIOy BEreTallii 3 BUKOPUCTAHHIM (Ppak-
TaJbHOTO aHANI3y iX KOCMIYHUX 3HIMKIB.

© TIlamenko P. E., Mapromko M. B., 2023
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XapakTepucTHKAa KOCMIYHHUX 3HIMKIiB
CiJILCHKOTOCNOAAPCHKHUX MOJIIB

JIJ1s OLiHKH CTaHy Pi3HUX CUIBCHKOTOCIIONAPCHKHAX
KyJNbTyp Ha IPOTA3i BCHOTO IEpioay Bererarii OyaeMo
BUKOPHUCTOBYBAaTH  KOCMi4HI ~ 3HIMKH  CYIyTHHKa
Sentinel-2, ski € y BimbHOMY mocTymi B Mepexi [HTep-
uer [10, 11]. ITix yac npoBefeHHs OIIiHKU OYJIO CTBOpE-
HO 0a3y KOCMIYHMX 3HIMKIB 3eMmenb BinbxyBarchkoi
cinbebkoi panu YyriBcbkoro paiiony IlonraBcbkoi 00-
JacTi, TepeBaKHy 4YacTUHY SKHUX 0OpoOJisie mpHBaTHE
CLIBCHKOTOCTIOAPChKE MiAnpueMcTBO «Jlpyx0ba». basa
KOCMIYHHUX 3HIMKIB MICTHTB 300pakeHHs 3a 2018 pik 3
MIPOCTOPOBUM po3pisHeHHsM 10 MeTpiB.

COHAW HWK

Ha BinMmiHy Bif BUKOpPHMCTAaHHs BereTaliiHUX iH-
JIeKCIB Ul aHalli3y CTaHy pOCIHMH, KOJM HEOOXiIHO
3aCTOCOBYBaTH JaHi JEKIJIbKOX CHEKTPaJbHUX KaHaJIiB,
i yac (pakTaJbHOTO aHANi3y JOCTaTHHO OJHOTO Ka-
Hany. Po3risiHEeMO MOXXIMBICTH BUKOPHUCTAHHS OJIMIK-
HBOTO  iH(PaYepBOHOTO  MialMa3oHy  CYIyTHHKA
Sentinel-2, sxomy Bimmosimae kamam b8 (832 mm). B
OpOMY KaHaM (iKCYIOTBCSA nNaHi, mo (GopMyroThes 3a
paxyHOK BiIOWTTS COHSYHOTO BHUIIPOMIiHIOBAaHHS XJIO-
podimom pociuH.

Ha puc.1 nmns mpukiamy HaBeZEHO KOCMIUHHUI
3HIMOK KaHanmy D8 cymyTtHuka Sentinel-2 craHom Ha
04.06.2018 3 mo3HaYeHMMHU IOJSIMH PI3HUX KYJBTYD,
1[0 TOCIIKYBaTUCS.

. Ky KYPYAIE HE 3EPHO

Ky Ky Pyasa Ha SEpHO

APt RUM iHE

Wﬂlwﬂ’i"m Milﬁ
l APWIt RUM iHE 2

Xy Ky PYA3 8 HE SEPHO

APUIA AUM i

CEVME MW EHWLR
XYWy PYASE KA SEPHO

CBVME MW SHILA

¥y Ky PYASE HB 3EPHO
3 KY¥Y PYASS HB 2EPHO

XYXYPYAIE KB SEPHO g ipaa mu EHMUR

COHAW HUK
O ME ML eHULA

H/lvwnn HE 3EpPHO

GaraTopiuni Tpasu

conR

XXy PYASE HE 2EPHO .

COHAWIHWK

rpeuxa

Puc. 1. 3emiti BinexyBarcpkoi CUTBCHKOT paay 3 TO3HAYEHUMH TIOJISIMH PI3HUX KYJIBTYD, IO JOCIIIKYBATUCS
(Fig. 1. Earths of Vilhuvatska village soviet with the marked fields of different cultures which were explored)

Sk BuiHO HA pHC. |1, HA KOCMIYHUX 3HIMKaX CyITy-
THHKa Sentinel-2 Bi3yalbHO pPO3MOALIAIOTHCS 3EMII
CUIBCHKOTOCTIONAPCHKOTO MPU3HAYECHHS, X MEXi, a Ta-
KOXX BUAUIAIOTBCS €JIEMEHTH NPHPOAHOTO JaHAmadry
(piuku, sipu Ta iH.), @ TAKOXK IITY4HI 00’€KTH, CTBOPEHI
moxpMu (moporu, OynuHKM Ta iH.). [Ipm mpomy moms
MaloTh Pi3Hy (opMy 3 PI3HUM THIIOM CIJIBCBKOTOCIIO-
JapchKUX KyJbTYp Ha HHX. AJle Bi3yaJbHO BH3HAYHMTH
CTaH IUX KyJbTYP HEMOXKIIHBO.

JIJIss moJambInoro JOCTIKEHHS. 3MiH CTaHy CLIb-
CBKOTOCIIOJIAPCHKHUX KYJBTYp Oynu BuOpaHni moss, 3aci-
SIHI KYKypy/J3010 (TpH ToJis, Io3HaveHi Ha puc. | 3ere-
HUMH IU}paMu), COHSIIHUKOM (TpH MOJIS, MO3HAuYCHI
Ha puc. | XKOBTHMH HU(ppPaMH), O3UMOIO IIICHHIEIO
(Tpm mossi, mo3HaueHi Ha puc. 1 cuHiMH Mdpamu), s4-
MEHeM (TpH ToJIsl, MO3HAYEHI Ha puc. 1 kpacHUMU 1Ud-
pamu) i oJlHe ToJie TPEUKor (MO3HaYeHO Ha puc. 1 Ko-
puareBoto 1udporo). Ha puc. 1 tum cinmbcbkorocmoaap-
CHKHX KYJIBTYD TaKOX MO3HAYEHO HaJ[IIUCAMHU.

Jis dpaktanpHOrO aHaily 3MiH CTaHy pi3HHX
CLTBCBKOTOCTIOIAPCHKHUX KYJIBTYp 3 BUXITHHX KOCMIid-
HUX 3HIMKIB (ki 36epiraioTecs y 06a3zi manmx) OyIio

MIPOBEJICHE TONEPEHE BUPI3aHHS 300pa’keHb OJIHAKO-
BOI0 pO3Mipy (€JIEMEHTIB KOCMIYHHX 3HIMKIB) IOJIB,
BHOpaHUX JUIA JOCIHIIKEHHS. 3HIMKH TIPEICTaBICHI y
rpajauisx ciporo y ¢opmati *.omp i maroTe posmipu
56x56 mikceniB, IpU [bOMY OIEpalil HOMIMIIEHHS KO-
CTi 300pakeHHs He TpoBoAwIUCS. Po3Mip 300paskeHHS
56x56 mikceniB OyB BUOpaHUil 3 MipKyBaHb OTPUMaHHS
OJTHOPiIHOI CTPYKTYypH MO Ha 3HIMKY. Takox onHa-
KOBI pO3MIpH KOCMIYHHX 3HIMKIB IOJIB, 3aCisiHHX pi3-
HUMH KyJIBbTYypaMmH, 3a0e3IeuyioTh OJHaKOBI YMOBH ITij
yac ¢QpaxranpHOro anamizy. Ha puc. 2, a-i HaBeneHo
NPUKIAIH €IEMEHTIB KOCMIYHMX 3HIMKIB (kaHan h8)
TI0JTIB, 3aCisTHUX KYKYpY/3010 Ha 3epHo, roje 1 (a), moiue
2 (6), none 3 (B) cranom Ha 04.06.2018; moxne 1 (r), no-
ne 2 (x), none 3 (€) cranom Ha 29.06.2018; nose 1 (x),
moJie 2 (3), moste 3 (i) cranom Ha 29.07.2018.

Ha puc. 3, a-i HaBeACHO MPHUKIATN CIIEMEHTIB KO-
CMIYHMX 3HIMKIB (KaHau b8) 1moiB, 3aCissHUX COHSIIHU-
koM, mone 1 (a), mome 2 (6), mome 3 (B) CTaHOM Ha
04.06.2018; nose 1 (r), mosae 2 (x), moae 3 (€) craHoM
Ha 29.06.2018; mone 1 (), mose 2 (3), moxe 3 (i) cra-
HOM Ha 29.07.2018.
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Puc. 2. EneMeHTH KOCMIYHUX 3HIMKIB (kaHan b8) mosis 3
KyKypyZasom: 1 (a), 2 (6), 3 (B) cranom Ha 04.06.2018;
1 (1), 2 (n), 3 (¢) cranom Ha 29.06.2018;
1 (x), 2 (3), 3 (i) cranom Ha 29.07.2018
(Fig. 2. Elements of space pictures (channel b8) of the fields
with a corn: 1 (a), 2 (6), 3 (8) by the state on 04.06.2018;
1 (r), 2 (n), 3 (€) by the state on 29.06.2018;
1 (x), 2 (3), 3 (i) by the state on 29.07.2018)

a 0 B
r it €
xK 3 i
Puc. 3. Enementu kocMiuHux 3HiMKIB (kanai b8) mois 3
consititauKoM: 1 (), 2 (0), 3 (B) cranoMm Ha 04.06.2018;
1(r), 2 (n), 3 (¢) cranom Ha 29.06.2018;
1 (%), 2 (3), 3 (i) cranom Ha 29.07.2018
(Fig. 3. Elements of space pictures (channel b8) of the fields
with a sunflower: 1 (a), 2 (6), 3 (8) by the state on 04.06.2018;

1(r), 2 (m), 3 (¢) by the state on 29.06.2018;
1 (), 2 (3), 3 (i) by the state on 29.07.2018)

Ha puc. 4, a-i HaBeAeHO TPHUKIATN €IIEMEHTIB KO-
CMiYHUX 3HIMKIB (kaHan b8) momiB, 3acisHHX 03UMOIO

nureHunero, moie 1 (a), mone 2 (0), mone 3 (B) ctaHOM
Ha 04.06.2018; none 1 (1), none 2 (1), moine 3 (e) cra-
HOM Ha 29.06.2018; mone 1 (), mone 2 (3), none 3 (i)
cTanoMm Ha 29.07.2018.

Puc. 4. EneMeHTH KOCMIYHHX 3HIMKIB (KaHAI b8) TIOJTiB 3
mmrenunero: 1 (a), 2 (0), 3 (B) cranoM Ha 04.06.2018;
1 (1), 2 (n), 3 (€) crarom Ha 29.06.2018;
1 (x), 2 (3), 3 (i) cranom Ha 29.07.2018
(Fig. 4. Elements of space pictures (channel b8) of the fields
with a wheat: 1 (a), 2 (6), 3 (8) by the state on 04.06.2018;
1(r), 2 (m), 3 (€) by the state on 29.06.2018;
1 (x), 2 (3), 3 (i) by the state on 29.07.2018)

Ha puc. 5, a-i HaBeIeHO MPHUKJIAAN €JIEMEHTIB KO-
CMIYHUX 3HIMKIB (kaHan D8) moumiB, 3acistHUX SPOBUM
s;tameneM, mone 1 (a), mone 2 (0), mone 3 (B) craHOM Ha
04.06.2018; mone 1 (r), mone 2 (x), mone 3 (€) cTaHOM
Ha 29.06.2018; mone 1 (), mone 2 (3), moxne 3 (i) cra-
HOoM Ha 29.07.2018.

Ha puc. 6, a-B HaBeJICHO NPUKIAAU €IEMEHTIB KO-
CMIYHMX 3HIMKIB (kKaHan b8) moss, 3acisHOro rpeyukoro,
cradoMm Ha 04.06.2018 (a); cranom Ha 29.06.2018 (6);
ctaHoM Ha 29.07.2018 (B).

SIK BUIIHO 3 Bi3yaJIbHOTO aHaJi3y €JIEMEHTIB KOC-
MIYHHX 3HIMKIB Ha pHC. 2-6, BOHH BiIPi3HIIOTHCS BiITi-
HKaMu rpajariii ciporo. Ha pisHux ¢asax Bererarii cro-
CTEpIraroThCs Pi3HI BIATIHKKA CIpOro, Tak y YEPBHI
(04.06.2018; 29.06.2018) st Bix TUIMIB KyJIBTYp Ipaja-
uii ciporo OLIBII TEMHI, y TIOpPIBHSHHI 3 JIUITHEM
(29.07.2018), ne cnocrepirarotThcs OinbLI CBITIII BiATIH-
k. HeoOXigHO TakoX 3a3HAYUTH, Ha puC. 2-6 BHIHO,
IO iICHYIOTh JIeSIKi BIIMIHHOCTI y Ipajalisx ciporo Ha
OJIHY JIaTy JUIs TOJIIB 3 OJHIEIO i Ti€l0 XK KyabTypoto. Lle
MOke OyTH OOYMOBJICHO BiJMIHHOCTAMH Yy TEpMiHaX
MPOBEACHHS TMOCIBHUX POOIT, TOMy Ha PI3HHX MOJISIX
CIIOCTEPIraloThCsl BIAMIHHOCTI y TEpPMiHAX PO3BUTKY
TOCIBIB 1, BI/IMOBIAHO, pi3HA Tpajaalis Ciporo Ha 3HIM-
kax. Takox 3MiHa Tpajariii ciporo Ta iX HepiBHOMIp-
HICTH Ha 3HIMKY MOXE€ 0OyMOBIIIOBATUCS POBEICHHIM
MOJILOBHX POOIT, K I BUIHO Ha puc. 4, 1.
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Puc. 5. EnemenTH KoCMivHHX 3HIMKIB (kaHai b8) monis
3 s;umeHeM: 1 (a), 2 (6), 3 (B) cranom Ha 04.06.2018;
1 (1), 2 (n), 3 (¢) cranom Ha 29.06.2018;
1 (x), 2 (3), 3 (i) cranom Ha 29.07.2018
(Fig. 5. Elements of space pictures (channel b8) of the fields
with a barley: 1 (a), 2 (6), 3 (8) by the state on 04.06.2018;

1 (r), 2 (n), 3 (€) by the state on 29.06.2018;
1 (x), 2 (3), 3 (i) by the state on 29.07.2018)

..-‘-
| 4
A
a 0 B

Puc. 6. EnemenTi kocMiuHHX 3HIMKIB (kaHaun b8) mosis
3 rpeukoro ctanom: Ha 04.06.2018 (a), na 29.06.2018 (6),
Ha 29.07.2018 (B)
(Fig. 6. Elements of space pictures (channel b8) of the field
with a buckwheat by the state: on 04.06.2018 (a), on
29.06.2018 (6), on 29.07.2018 (B))

Kpim TOro, Ha 3HIMKax MOXKe CIIOCTEpIraTHUCs 3MiHa
rpajamiid ciporo 3a paxyHOK HAasBHOCTI Ha HHUX XMap
(cBiTMi BiaTiHOK) 200 TiHi XMap (TEMHUIA BiATIHOK), K
1Ie BUIHO Ha puc. 3, 0. Ha Oip1I0CTI 3HIMKIB TaKOX MO-
JKHA CTIOCTEpIiraTé HampsIMKA OOpPOOKH TMOJIiB, SIKi TPOSIB-
JISTIOTBCS y BUTIISINI TapalieIbHUX JIiHIH, 1110 TPOXOIATH 3
onHOro OOKy B iHIIMI (Ha PI3HUX MOJIAX I HANpPSIMKH
BiIpI3HAIOTECS). TakuM YMHOM, Bi3yaJIbHUH aHai3 ee-
MEHTIB KOCMIYHMX 3HIMKIB IIOJIB JIO3BOJIIE€ OLHUTH JIU-
1€ OJJHOPIJHICTH MOCIBIB Ta NMPOBEAEHHS NOJILOBHX PO-
0iT, ane He J03BOJISE KUIBKICHO OLIHWTH 3MiHH CTaHy
CUTBCHKOTOCTIONIAPCHKUX KYJBTYp Pi3HUX ThHiB. J{s Ki-
JBKICHOI OLIIHKY 3MiH CTaHy KyJbTYp Ha KOCMIYHUX 3Hi-
MKax HEOOXiJHO MPOBOJUTH MoAaibiry oOpoOky. Ilpo-
BeAeMO OOpOOKy KOCMIUYHMX 3HIMKIB CYIyTHHKA
Sentinel-2, posrmstHyTHX BHIIE CLTBCHKOTOCIOAAPCHKHX
KyJbTyp, y JitHii nepiox 2018 poky (3 04.06.2018 mo
25.08.2018) 3 BukopucTaHHIM (HPaKTAITLHOTO aHATI3Y.

Ouinka 3miH cTaHy
CiIBCHKOrOCNnoAaAPCHKUX KYJIbTYP
3 BUKOPHCTAHHAM (GpaKkTajIbLHOI po3MipHOCTi

OcHOBOIO (ppakTajbHOTO aHaNizy KocMiuHHX (Lud-
POBHX) 3HIMKIB € MOOymoBa mMons (GppakTaibHUX PO3Mip-
Hoctelt (IIOP). IIponec nmodynosu [1OP neransHO po3r-
nstayTo 'y poGoti [8]. Ilim gac moGymosu ITOP mposo-
IATBCSI CKaHYBaHHS 300paK€HHS «BIKHOMY», PO3MipOM
NXM miKcemiB, 3 KpoKoM nepeminieHHs S (pu S = 1 «Bik-
HO» € TaKWM, 0 «KOB3ae», a TIpH S > 1 — mo «cTpudaey).
JU1s KO)KHOTO TOJIOKEHHS «BIKHA» BH3HAYA€THCS YHUCIIO-
Be 3HaueHHs1 OP y «BikHI» 1 3amucyeTsest B MaTpuiio D,
sIKa Ha3MBA€THCS «IIOJIEM (PpaKTAIBHUX PO3MIPHOCTEW.
[Tin gac moGynosu [IOP po3mipu ereMeHTa KOCMIYHOTO
3HIMKa CKJIaJJa0Th 56X56 MiKCeNiB, a PO3MIpH «KOB3ar0-
4oro BikHay» (S=1) mopiBHIOIOTE NXM = 32x32 mikcei.
Ha npaxruui HaituacTinie s aHalli3y IU(ppPOBUX 3HIMKIB
3 BUKOpHUCTaHHSIM PP 3aCTOCOBYIOTH METOJ HOKPHUTTA
[12], sxmit peanizye Bu3HaueHHs po3mipHOcTi ['aycmop-
(a — be3nkoBuyYa, siKa OIHUCYETHCS BUPA3OM:

D = lim 129N() )

0 log(l/e) '

Iie &€ — TOBXKMHA CTOPOHH Ky0a (MakCHMMasbHa JTOBKHHA
JOPIBHIOE pO3MIpy «BiKHa»), IKUM MOKPUBAIOTh TPUBU-
MipHe TIpezacTaBiIeHHs mrudposoro 3HiMKa; N(g) — Kisb-
KicTh KyOiB, 1110 HAKPHBAIOTh 3HIMOK. be3nocepenHpo 3a
uiero opmynorw pospaxyBaru OP 3HIMKa miaCTHIBHOT
noBepxHi HemoxuBo. [lopsmok BuzHauenHss OP 3a
METOZOM IMOKPHUTTS JokiIagHo omucano y [12]. ¥V [9]
3a3HayvaNocs, 0 HaOUIbII iHQOpPMATUBHUMU Mix yac
OIIIHKU CTaHy CLIbCHKOTOCIIONAPCHKHUX KYJIBTYp € cepe-
JHi 1 miHiManeHi 3HaueHHsT PP. PosrisiHeMo Deep 1 Dyin
KOCMIYHUX 3HIMKIB TPbOX IIOJIB, 3aCiTHUX KYKYpPYA30I0
Ha 3€pHO, 3 BUKOPHUCTAHHAM «KOB3AIOUOTO BIiKHa» PO3-
Mipom 32 X 32 mikces, sSIKi HaBeeHo y Tao. 1.

Tabauysa 1 — BeanunHu cepenHix i miHiMaapHuX 3HaYeHb OP
KOCMIiYHMX 3HIMKIB M0JIiB, 3aCiIHUX KYKYPYA3010

Jlata Ioue 1 IoJe 2 Tlouse 3

Dwin Dcep Din Dcep Duin Dcep
04.06.18 | 2,932 | 2,940 | 2,920 | 2,947 | 2,906 | 2,937
14.06.18 | 2,960 | 2,965 | 2,939 | 2,950 | 2,861 | 2,917
16.06.18 | 2,959 | 2,964 | 2,928 | 2,943 | 2,864 | 2,923
21.06.18 | 2,957 | 2,963 | 2,942 | 2,952 | 2,909 | 2,945
26.06.18 | 2,958 | 2,966 | 2,948 | 2,958 | 2,926 | 2,958
29.06.18 | 2,962 | 2,967 | 2,952 | 2,960 | 2,909 | 2,945
29.07.18 | 2,969 | 2,980 | 2,972 | 2,979 | 2,974 | 2,983
05.08.18 | 2,951 | 2,966 | 2,969 | 2,978 | 2,964 | 2,980
08.08.18 | 2,948 | 2,962 | 2,966 | 2,978 | 2,973 | 2,983
10.08.18 | 2,920 | 2,939 | 2,925 | 2,967 | 2,947 | 2,979
18.08.18 | 2,919 | 2,944 | 2,922 | 2,956 | 2,960 | 2,981
23.08.18 | 2,902 | 2,931 | 2,815 | 2,943 | 2,940 | 2,970
25.08.18 | 2,888 | 2,922 | 2,903 | 2,948 | 2,933 | 2,969

Sk BuIHO 3 aHANi3y AaHMX y TaOi. 1, Ha MOYATKOBIH
(a3i Bererarii cepenni i MiHiMaipHi ®P Ha BCix mosx
HEBEJIMKI 1 MOYMHAIOTH 3POCTATH HA OUTBIN Mi3HIX (ha3ax,
JIOCSTAl0YH CBOTO MAKCHMYMY B KiHIIi JIUIIHS 1 HA TOYaTKY
ceprs. Ha 3axmrounux Qaszax Bererauiid y KiHIU CepriHs
cepenti 1 MiHiMabHI OP 3HOBY NMOYMHAIOTH 3MEHIIYBATH-
cst, ane iX 3HaueHHs OLIbIII HK Ha NMOYaTKoBHX (hazax. Sk
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3a3Hayanocs y poboti [9], Tak camo BeayTh cebe 1 iHmekcu
NDVI. ¥V tabn. 1 Takox BUIHO, MO Ha noysix 112 y apy-
Tifl TIONOBUHI cepIHsl Micsius Bpoxkal Oyio 3i0paHo i1 Be-
mmunHy OP HaOMMKAIOTHCS 710 3HAYCHB, SIKI OYJIH Ha TI0-
yaTKy 4epBHs Micsius. Ha noni 3 Haii0inbnn 3HaueHHs OP
CIIOCTEPIratoThCS MPOTATOM BCBOTO CEPITHS MICAI, IO
MOX€ CBIAYHUTH TIPO T, IO BPOXKail Ha IHOMY TIOJIi Oy
3i0paHo mi3Hime, HK Ha moiuix 1 1 2. HeBermmkwid po3kuz
YHCIIOBUX 3HAYEHb CepeHiX i MiHiManpHIX OP Ha TpoTs-
31 BCHOTO TIEpiofy BereTamii (pi3sHHIA y APYroMy 3HAKY
TTCTIT KOMH) 0OyMOBJICHHH OTHOPITHICTIO KOCMIYHHX 3Hi-
MKIB TIOJIB, IO MPUBOAUTH O HEBEIHMKOI MOPi3aHOCTI 1X
TPUBHUMIPHOTO IpefcTaBieHHs. To0To cTyneHs BereTarii
POCIMH 3MIHIOE CTPYKTYPY KOCMIYHOTO 3HIMKY Iy’Ke Clla-
0KO, 1110 y CBOIO Yepry MPUBOAUTH JO BifMiH BenuuuH OP
y IpYyroMy 3HaKY MICJISi KOMH.

[TpoBeneMo OLIHKY CTaHy IHIIUX CITbCHKOTOCHO-
JIapChKUX KyIbTYyp Ha PIi3HUX INOMSIX BinbxyBatchkoi
CLTBCHKOT paay, 3a Beck mepiox Beretamii y 2018 pori 3
BHKOPUCTAHHAM (PpakTambHOTO aHamizy. Y Tabi. 2 Ha-
BeJICHO cepenHi 1 MiHiManbHI @P KOCMiYHHMX 3HIMKIB
TIOJIiB, 3aCisTHUX COHSIIHUKOM, IPH BUKOPUCTAHHI «KOB-
3al040ro0 BikHa» po3Mipom 32 X 32 mikcens.

Tabrauys 2 — BeanunHu cepenHix i MiHiMaapHUX 3HaYeHb OP
KOCMIYHHX 3HIMKIB M0JIiB, 3aCisSTHUX COHSIITHUKOM

Jara Toae 1 IMose 2 Iose 3

DMiH Dcep DMiH Dcep DMiH Dcep
04.06.18 | 2,934 | 2,958 | 2,911 | 2,959 | 2,945 | 2,953
14.06.18 | 2,944 | 2,967 | 2,922 | 2,947 | 2,962 | 2,968
16.06.18 | 2,960 | 2,972 | 2,928 | 2,951 | 2,955 | 2,965
21.06.18 | 2,968 | 2,976 | 2,945 | 2,959 | 2,972 | 2,980
26.06.18 | 2,950 | 2,963 | 2,906 | 2,953 | 2,968 | 2,977
29.06.18 | 2,948 | 2,960 | 2,854 | 2,935 | 2,959 | 2,967
29.07.18 | 2,978 | 2,984 | 2,903 | 2,971 | 2,978 | 2,981
05.08.18 | 2,983 | 2,987 | 2,934 | 2,981 | 2,969 | 2,975
08.08.18 | 2,983 | 2,986 | 2,944 | 2981 | 2,979 | 2,981
10.08.18 | 2,980 | 2,984 | 2,936 | 2,976 | 2,971 | 2,975
18.08.18 | 2,981 | 2,986 | 2,928 | 2,975 | 2,981 | 2,983
23.08.18 | 2,976 | 2,982 | 2,919 | 2,965 | 2,976 | 2,979
25.08.18 | 2,968 | 2,979 | 2,906 | 2,955 | 2,973 | 2,976

SIK BUIHO 3 aHAI3Y JaHUX y TaOJl. 2, Ha TIOYATKOBIH
(a3i BereTallii COHSAIIHUKA cepe/Hi 1 MiHIManbHiI OP, Tak
SIK 1 1711 KyKypy/I3H, Ha BCIX MOJSX MEHIIN HiX Ha 0TI
mi3HIX (a3ax, JOCATAIOUYM CBOTO MAaKCUMyMYy Y CEpITHI.
Skmro mopiBHATH cepenni OP noniB, 3aCisTHUX COHSIIHK-
koM (Tabn. 2), 3 ®P momiB, 3acisHHX KyKypyA30H
(tabun. 1), T0o MOXHA TOGAYMTH, MO 3HAYCHHS CEPEIHIX
OP Ha panHix (azax Bererarii mpakTHYHO OAHAKOBI, a Ha
3aKIMOYHUX (hazaX — y TIOJIB, 3aCiSIHUX COHSIITHUKOM,
3HadeHHs cepenHix @P He 3HA4YHO ane GBI HIX Y 1M0-
7B, 3acisHuX KyKypya3or (Diyypyma = 2,980 —2,983 i
Deonsmmm= 2,981 — 2,987). Kpim Toro, MakcuMmasbHi 3Ha-
4yeHHs cepeaHix PP moniB, 3acisiTHUX COHSIIIHUKOM, CIOC-
TepiraroThCs Ha THXKICHD Mi3Hille (T0YaTOK CEpIHS, a He
KiHeIb JIMITHA) 1 TIPOJIOBXKYIOThCSl OUIBII TPUBAJIMI Yac y
TIOPIBHSHHI 3 TOJISIMH, 3aCISTHUMH KyKypyA3010. Xapakrep
3MiH OP 101iB, 3aCiSIHUX COHSIIHIKOM, Ha BCHOMY IIEpio-
Ji Bereraiii Takui caMui, sIK i MOJIB, 3aCiTHUX KyKypy-
13010. 3MiHa MiHiMapHUX OP Mae Takuii ske cammuil xapa-
KTep, sK 1 3MiHa cepeanix OP. Takox HEOOXiTHO 3a3HAYH-
TH, IO JJIS1 ITOJIS 2, 3aCISIHOTO COHSIITHHMKOM, MIHIMAJIBHI 1

cepenni P (ocobiBo Ha paHHIX (azax Bererarii) MarOTh
MEHILI 3Ha4YeHHs MOpiBHAHO 3 noisivMu 1 1 3. Ile oOymoB-
JICHO TUM, IO TOJIe 2 Ha 3HIMKY HE € OJHOPIIHKUM, Y Tpa-
BOMY BEPXHBOMY KYTi € JUISHKA 3 IHIIOI CTPYKTYpOIO
(puc. 3, 1, 3), 10 IPUBOAUTS JI0 3HMKEHHs BenuurH DP.

Sk 3a3HaUaOCs BUINE, HAa 3HIMKY ITOJIs 2 OyJIN Ha-
sBHI TiHI XxMap 04.06.2018 (mms. puc. 3,0), ame y
Tabn. 2 04.06.2018 He cmocrepiraloTbcss aHOMAJBHI
3HaYCHHS cepeHiX 1 MiHiManbHUX OP mist mons 2. Le
00yMOBIJICHO THM, IIO PO3MipH «BikHa» 32 X 32 mikce-
7, SIKe BUKOPHCTOBYBAJIOCS i HYac aHaizy, OimbImi
HDK pO3MIpH TiHI XMap Ha KOCMIYHOMY 3HIMKY. AHOMa-
7bHI 3HaueHHs: OP 3’SBISIOTHCS TPH 3MEHIIEHHI PO3Mi-
PiB «BiKHa» 710 pO3MipiB TiHI XMap.

TakuM YMHOM, BUKOPUCTaHHS (paKTaJbHOIO aHa-
T3y IO3BOJISE MTPOBECTH OLIHKY CTaHy ITOJIiB, 3aCisTHUX
COHSIIHMKOM, Ta BH3HAUUTH OCOOJIMBOCTI OKpEMHUX 3
HHUX, HalpWKIal, BIUIMBY HPUPOJHMX YMHHMKIB Ha
CTPYKTYpY KOCMIYHOTO 3HIMKa, SIK Ie¢ OyJI0 MOKa3aHO
qurs onst 2. KpiM Toro, icCHYrOTh HEBEJIHKI, alie IOMITHI
BiIMIHHOCTI y 3HadeHHAX OP mis momiB 3 pizHUMH
CLTBCBKOTOCIIOZIAPCEKUMHE KYJIBTYpaMH (KyKypy/a3a abo
COHSIIHKK). Y Tabi. 3 HaBeIeHO CepelHi 1 MiHIMalbHi
®P KOCMIYHHX 3HIMKIB IOJIB, 3aCiSHUX O3MMOIO IIIIIe-
HUILIEIO, IPH BUKOPUCTAHHI «KOB3al04Y0Oro BiKHa» PO3Mi-
pom 32 x 32 mikcens.

Tabauya 3 — BeanunHu cepeaHix i MiHiMaapHUX 3HaYeHb OP
KOCMIYHMX 3HIMKIB M0JIiB, 3aCiSTHUX MIIIEHUIIEI0

Jara IoJe 1 IoJe 2 IoJe 3

Dwin Dcep Dwin Dcep Dwin Dcep
04.06.18 | 2,959 | 2,977 | 2,937 | 2,957 | 2,946 | 2,958
14.06.18 | 2,959 | 2,973 | 2,946 | 2,956 | 2,939 | 2,962
16.06.18 | 2,952 | 2,967 | 2,940 | 2,948 | 2,930 | 2,955
21.06.18 | 2,968 | 2,977 | 2,951 | 2,958 | 2,938 | 2,967
26.06.18 | 2,970 | 2,975 | 2,956 | 2,963 | 2,924 | 2,967
29.06.18 | 2,954 | 2,961 | 2,958 | 2,966 | 2,883 | 2,951
29.07.18 | 2,986 | 2,989 | 2,986 | 2,989 | 2,914 | 2,937
05.08.18 | 2,988 | 2,989 | 2,984 | 2,989 | 2,880 | 2,924
08.08.18 | 2,990 | 2,991 | 2,986 | 2,989 | 2,850 | 2,924
10.08.18 | 2,985 | 2,987 | 2,983 | 2,987 | 2,754 | 2,894
18.08.18 | 2,984 | 2,986 | 2,975 | 2,982 | 2,792 | 2,915
23.08.18 | 2,971 | 2,973 | 2,965 | 2,973 | 2,758 | 2,894
25.08.18 | 2,965 | 2,968 | 2,958 | 2,967 | 2,762 | 2,904

SIk BHIHO 3 aHaJi3y AaHUX y Ta0j. 3, Ha MPOTS3i
BCBOTO IEpiofy Bererarii cepenHi i miHiManeHi OP Ha
nomsix 1, 2 crovaTky 30LIBIIYIOTECS 1 JOCSTAalOTh CBOTO
MaKCUMyMy B KiHIli JIMTHSA 1 B cepeuHi ceprHs. B kinmi
ceprHs 3HaueHHs1 OP 3HOBY NOYMHAIOTH 3MEHIITYBATHCSI.
Taxi x 3aIeXKHOCTI criocTepiraiucs iy yac ppakTainbHO-
TO aHali3y MOJIB, 3aCITHUX KyKYypPy/JI30l0 i COHSIITHUKOM.
TakuMm 9MHOM, Taka MOBEIIHKA CeperHiX i MiHIMAJbHUX
OP xapaxTepHa I BCiX CUTBCHKOTOCIIOJAPCHKHUX KYIIb-
Typ Ha TpoT:3i ix Bererarii. 3 mopiBHAHHS cepenHix OP
TOJTIB, 3aCisIHUX TiIeHuIeto (Tadn. 3), Ta MoiB, 3aciTHUX
KyKypya3o1o (1abm. 1) i consimHukoMm (Tabdi. 2), BHUAHO,
mo 3HaueHHs cepeHix @P Ha nossix, 3acisiHUX IMIIEHH-
[ICF0, HE 3HAYHO aje OiNbIle HiXK y IOJIB, 3aCisTHUX CO-
HSIIHUKOM, 1 I1le OLIbIIe HiXK Yy IOJIB, 3aCisTHUX KYKypy-
3010 (DKyKypyzBa = 2,980 — 2,983, DCOH;H_HHHK: 2,981 — 2,987
1 Drmernmms= 2,986 — 2,991) 1le ckopitire 3a Bce 00yMOBIIe-
HO OUTBIIOK BiIOMBHOKO 3JATHICTIO 1 OJJHOPLIHICTIO TO-
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BEPXOHb IIOJIB, 3aCIsIHUX IIICHUIICI0, Ha MKy JO03piBaH-
Ho. Takok, sIK 1 JJIs TOJIiB, 3aCiTHUX COHSIITHHKOM, MakK-
cUMaJIbHI 3HaueHHs cepenHix PP nouiB, 3acissHUX MIEHH-
LIEI0, CIIOCTEPIraloThCsl Ha TYOKACHSD IT3HIMIE 1 TPOJIOBKY-
I0THCsI OLTBII TPUBAJIMI Yac y MOPIBHSHHI 3 MOJISIMH, 3aCi-
SIHUIMH KyKypya30i0. KpiM Toro, i TomiB, 3acisHHX
IIIICHAIICIO, Ha TIKy BereTallii CIIOCTEepiracThCs MEHINa
BiZIMIHHICTh M)XK BeIMIMHAMH CEpeNHIX 1 MiHiMabHUX OP
(Deep — Dyin = 0,001 — 0,003), y mopiBHSHHI 3 TOISIMH, 3a-
CISHUMH  KyKypya30f0 1 COHSITHHAKOM  (Deep— Dyin =
=0,004 —0,009). Ie Takox MOke GyTH BHKOPHUCTAHO ISt
PO3pI3HEHHS TOJiB, 3aCITHUX PI3HUMH KYJIbTYypaMHU.

3 nmaHux y Tabi. 3 TakoX BUAHO, IO HA MOJi 3
CIOCTEpIraloThCsl aHOMalIbHI 3HAYEHHs CepesHIX 1 Mi-
HiManeHux OP 3 29.07.2018. HasBHiCTH aHOMaIbHUX
3HaueHb OP CBIqUUTH MPO 3MIHU CTPYKTYpH 3HIMKa. SIK
BUJHO Ha pUC. 4, 1, 11l 3MiHU OOYMOBJICHI MPOBEICHHIM
MOJLOBUX POOIT Ha moii 3 i HEOTHOPINHI (aHOMAIBHI)
IUITHKA MaroTh pi3Hi po3mipu. KpiM Toro, BiACYTHICT
KOCMIYHHUX 3HIMKIB Ha TIOYATOK i cepenuny junHs 2018
POKY He O3BOJIHIIO OLIHWTH CTaH IOJ 3 Ha 3aBeplia-
mpHEX (pa3ax Bererarlii, a TIIBKH CIIOCTEpiraTH movat-
KOBI (ha3u i eTam nojbOBUX POOIT.

[TpoBenenuii anani3 J03BOJISIE 3pOOUTH BUCHOBOK,
110 32 BeTMYMHOK0 cepeanix PP i TpuBanicTio iX Haiibi-
JBIIMX 3HAYeHb MOXKHA PO3MOIUIMTH TOJIis, 3acisHi
KyKYpY/3010 1 IIICHUIEI0, aje He COHSIIHUKOM, JJIs
SIKHX CIIOCTEepIraloThcs OJMM3bKi 3HaueHHs cepennix OP
i TPUBAJIICTh OTPUMAHHS 1X HaWOUIBIINX 3HAYCHB. 3Me-
HIICHHS PI3HUII MDX BETMYMHAMH CEpelnHiX i MiHiMa-
JIbHUX OP KOCMIYHMX 3HIMKIB IOJIIB, 3aCiSIHHMX IIICHU-
[Iel0, Ha MKy BereTamii JO3BOJIE PO3PI3HUTH Ii IO
BiJl IIOJIB, 3aCiTHUX COHSIIHUKOM 1 KyKypyI3o0r. Y
Tabi. 4 HaBeneHO cepenHi 1 MiHiManbHI PP KOCMivHIX
3HIMKIB TI0JIiB, 3aCiSIHMX SUMEHEM, NPU BUKOPUCTaHHI
«KOB3aI0UOr0 BiKHa» po3MmipoM 32 X 32 mikceds.

Tabauys 4 — Beanunnu cepenHix i MiniMaapHuX 3HaYeHb OP
KOCMIYHHX 3HIMKIB NOJiB, 3aCiTHUX STYMEHEM

€ KOCMIi4Hi 3HIMKH moJiB 2 i 3. AHaimi3 gaHux y Tao0n. 4
MOKa3aB, [0 Ha MPOTS3i BChOTO MEpioy Bererarii cepe-
JHi 1 miniMansHi ®P Ha monsax 2 1 3, gk 1 Ha TOsIX, 3aci-
SIHUX 1HIIMMH KyJIbTypaMH, CHOYaTKy 30LIbIIYIOTHCS 1
JIOCSITAIOTh CBOTO MAaKCHMyMYy Ha TOYAaTKy 1 B CEepeAMHI
CEepIHs, a MOTIM 3HOBY NMOYHHAIOTH 3MeHITyBatucs. Kpim
TOro, 4ucioBi 3HayeHHs PP mas mosmis, 3aciIHMX IIIIIE-
HUIEIO, 1 TOJNA 2, 3acCiTHOTO SYMEHEM, NPAKTHIHO HE
BimpisHAOTCT  (Drmermus= 2,986 — 2,991 i Djuwine =
=2,986 —2,990). Takox, Wi MBOTO TOJS HA Ky Bere-
Talii CIIoCTepiraloThesl Taki JK BiIAMIHHOCTI M BEJIHYH-
Hamu cepenix i MiHiManbHUX DP (Deep — Dyin = 0,001 —
0,003), six i st modiB, 3acisHux mmenunero. Le, ckopi-
e 3a BCE, OOYMOBJICHO MPAKTHYHO OJHAKOBOIO CTPYK-
TYpOIO IOCIBIB IIIIEHHMII 1 TUMEHsI Ha BCiX (a3ax Berera-
uii. ToMy po3mi3HaTH 1 JBi KyJIbTYpH 3a BeananHoo OP
He MoxJymBo. Cepeni i MiniManbHi P nons 3, 3acisHo-
TO sTIMEHEM, BiApi3HsroThCs Bix P, sxi Oymm xapakrep-
Hi g nons 2. Bennunan OP monsa 3 mMenmn Hix OP
moiast 2 (Dyuvim2 = 2,986 2,990 1 Dyuyinss = 2,981 —
2,985), 110, ckopiliie 3a Bce, 00YMOBIICHO Pi3HHM CTAHOM
MOCIBIB SIUMEHS Ha IUX MoJsX. [TociBu sUMEHS Ha 1o 2
MaloTh Kpalllyii CTaH, HK Ha noui 3.

[MopiBHsiHHS cepenHiX 1 MiHIManbHUX PP mouis,
3acisiHUX stuMeHeM (Talul. 4), Ta MoJiB, 3aCiTHUX KyKY-
pyn3oro (tabn. 1) i consurHuKoM (Tabi. 2), M03BOJIsIE
3pOOUTH TakKi )k BUCHOBKH, SIK 1 ITiJT YaC MOPIBHSIHHS [IUX
TOJTiB 3 TIOJIIMH, 3aCiTHUMU TIIeHUIEro (Tabi. 3).

TakuM 9WHOM, 32 BeTHIHHOW cepenHix OP i Tpu-
BANICTIO iX HAWOUTBIINX 3HAYCHb MOKHA PO3MOALIHTH
TIOJIisT, 3aCisHI KyKypy[I30(0 1 IIIICHUICIO Ta SYMEHEM,
aje MK COOOIO II0JIsI, 3aCisHI IIIEHMIIEIO 1 SUYMEHEM HE
BIZIPI3HAFOTECS, 1 MPAKTUYHO HE BiAPI3HSIOTHCA Bif MO-
JiB, 3aCisTHUX COHSITHUKOM. OIHAKOBa PI3HUIIA MiX Be-
JMYMHAMHE CEPEIHIX 1 MiHIManbHUX OP KOCMIYHHX 3HIM-
KiB TOJTiB, 3aCiSTHUX SYMEHEM 1 TIICHHUIICIO, Ha TTIKYy Bere-
Tanil TakoX HE JI03BOJISIE PO3PI3HUTH L IOJS MIX CO-
6010. Po3ku 3HadyeHb cepenHix i MiHiManbHHX OP st
PI3HHX TIOJIIB, 3aCiTHUX SYMEHEM, CKOpiIie 3a Bce, 00y-

1 Ioxe 1 MoJe 2 IoJe 3 MOBJICHUIA BIIMIHHOCTSIMU B TEPMiHAX MPOBEACHHS MMOCI-
ara R ..

Duin | Deep | Duin | Deep | Dumin | Deep BHHUX POOIT i Pi3HMM CTaHOM IOCIiBiB SMMEHS HA IHX IIO-
04.06.18 | 2,943 | 2,958 | 2,938 | 2,949 | 2,915 | 2,974 msx. Y tabn. 5 HaBeneHo cepenHi 1 MiHiManbpHI P koc-
14.06.18 | 2,931 | 2,956 | 2,942 | 2,949 | 2,905 | 2967 |  yjjunpx 3HiMKIB MO, 3aCITHOTO IPEUKOI0, MPH BHKOPHC-
16.06.18 | 2,916 | 2,961 | 2,961 | 2,965 | 2,907 | 2,963 TaHHI «KOB3al0Y0T0 BiKHA» po3MipoM 32 x 32 mikces.
21.06.18 | 2,932 | 2,958 | 2,955 | 2,967 | 2,919 | 2,971
26.06.18 | 2,938 | 2,962 | 2,949 | 2,959 | 2,911 | 2,966 | Ta6ruys 5 — Benuuunu cepennix i MiHiMaabLHUX 3HaYeHs, OP
29.06.18 | 2,947 | 2,960 | 2,945 | 2,952 | 2,880 | 2,963 KOCMIYHHX 3HIMKIB 110JI51, 32CiSTHOT0 IPeYKOoI0
29.07.18 | 2,944 | 2,954 | 2,986 | 2,988 | 2,957 | 2,981 Nara D Deep TNara Do Deep
05.08.18 | 2,560 | 2,636 | 2,988 | 2,989 | 2,944 | 2,982 04.06.18 2875 | 2,972 | 05.08.18 | 2,978 | 2,982
08.08.18 | 2,925 | 2,945 | 2,989 | 2,990 | 2,953 | 2,985 12.06.18 5953 | 2.975 | 08.08.18 | 2.966 | 2.982
10.08.18 | 2,906 | 2,932 | 2,983 | 2,986 | 2,936 | 2,979 ks J - s ! .
18.08.18 | 2,911 | 2,937 | 2,986 | 2,988 | 2,933 | 2,982 16.06.18 | 2,959 | 2,970 | 10.08.18 | 2,964 | 2,976
23.08.18 | 2,905 | 2,931 | 2,970 | 2,980 | 2,928 | 2,978 21.06.18 | 2,943 | 2,975 | 18.08.18 | 2,954 | 2,971
25.08.18 | 2,908 | 2,935 | 2,972 | 2,979 | 2,933 | 2,978 26.06.18 | 2,972 | 2,978 | 23.08.18 | 2,940 | 2,960

29.06.18 2,952 | 2,976 | 25.08.18 | 2,932 | 2,953
Sk BUmHO 3 maHuX Tab. 4, 1s 1o 1 cTaH MociBiB 29.07.18 | 2,975 | 2,983

MOXKHa NpOaHaNi3yBaTH TUIBKM Ha 3aKIIOYHHX (hazax
BereTailii, Koiu cepeHi 1 MiHiMabHI P 3MeHITy0ThCS.
[Ticns 05.08.2018 Bpoxait Ha 1bOMY T0JIi OyB 310paHUiA,
a cependi i MiHiManeHi OP MatoTh 3HAUEHHS, XapaKTepHi
U TIepioJy N0 TOYaTKy Bereraiii. Y 3B 3Ky 3 IUM,
HaUOLIbII iHPOPMATUBHUMH [UIS OIHKH CTaHy TIOJIB,
3aCisSIHUX sTIMEHEM, Ha MPOTs3i BCHOTO Tepioy BereTarii

Sk BUIHO 3 AaHUX y TaOiI. 5, Ha MPOTs3i BCHOTO
nepiofy Bereranii cepeani i MiHiMansHi ®P Ha moui,
3aCiTHOMY TPEUYKOIO, SIK 1 HA MOJSAX 3 IHIIUMH KYJbTY-
pamu, 10 PO3IIISAJAIUCS BHIIE, CIIOYATKY 30UIbIITYOTh-
csl 1 JOCSraroTh CBOrO MakCHMMyMy B KiHIIl JIMITHS 1 B
Cepe/IMHI CepIIHs, a MOTIM 3HOBY 3MEHIIYOTHCS.
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Yucnoi 3naueHHs OP ams moss, 3acisHOroO rped-
Ko10, O1m3bKi 10 BenmunH OP moi, 3acissHUX KyKypy-
13010 (Duyiypyssa = 2,980 —2,983 1 Drpeua= 2,982 —
2,983), ane TpuBamicTe HalOuTbIINX 3HaueHH OP y
LBOTO 1MOJIs Oinblie i TOPIBHIOE TPUBAIOCTI JUIA MOJIB,
3aCiSIHUX COHSIIHHUKOM, IIIECHHUIEIO 1 SUMeHeM. TaKox
niamazoH 3MiHE cepenHix OP mois, 3aciTHOTO TPeYKor0
MEHIIIe, HiX Y TIOJIB, 3aCiTHUX KyKypya3010. BImseKicTh
YHCIOBHX 3HaUeHb PP 1Mosis 3 TPEUKOoIo i MOIMiB 3 KYKY-
PyI3010 00YMOBJIEHO OIM3BKOIO CTPYKTYPOIO IHX MOCi-
BiB 1 BiIPI3HAETBCA BiJ CTPYKTYPH IOCIBIB COHSIIHUKA,
MIICHUII 1 suMeHs. Pi3Ha TpUBaIicTh HAHOIMBIINX 3HA-
yenp OP 1 MeHmmit iana3zon 3minu cepennix OP y mo-
JIs1, 3aCiSTHOTO TPEYKOI0, TMOPIBHSIHO 3 IOJSIMH, 3aCisTHHU-
MU KYKypY/3010, I03BOJISIE 32 LIMMH O3HAKaMH PO3IIO/Ii-
JIUTH TIOJISL 3 IUMU KYJIBTYPaMH.

[MopiBusiHHs cepennix OP mouns, 3acisHOro rpeu-
kor0 (Tabi. 5), i momiB, 3acisHMx suMeHeM (Tabi. 4),
MieHuIero (tad. 3) i COHSIIHUKOM (Tabd1. 2), 103BOJIsIE
3pOOUTH Taki >k BUCHOBKH, SIK 1 ITi/T YaC MOPIBHIHHS [IUX
TOJTIB 3 MOJISIMH, 3aCisIHUX KYKypy/a30to0 (tabmn. 1).

TakuM 9MHOM, 3a BETHYHHOIO cepeaHix ®P mox-
Ha PO3MOJIIUTH IOJIis, 3aCisiHI TPEYKOI0 1 KyKYPY/I3010
Ta TOJIs, 3aCisiHI COHAIIHUKOM, MIIEHUIECIO 1 TIMEHEM.
Mix co00r0 OIS, 3aCisHi TPEUKOI0 1 KyKypYI30H0 MO-
JKHAa PO3MUIMTH 3a TPUBAIICTIO HAHOLIBIINX 3HAYCHD
OP i pizHuM fiana3oHoM 3MiHE cepeanix OP.

BucHoBxku

BincyTHICTh 3arajdpHHX MiAXOIIB IO OIIHKH CTaHY
CLTBCEKOTOCTIOAAPCHKUX KYJIBTYp PI3HHX THIIB 3a 1a-
numu JI33 nokasye, 110 3agada OI[iHKH 3MiH IX CTaHy €
aKTyaJIbHOIO 1 JI0 KiHI[Sl HE BUPILICHOIO.

Jist OLIHKM 3MiH CTaHy CLIBCBKOT'OCIIONAPCHKUX
KyJIBTYp PI3HHX THIIIB MOXE 3aCTOCOBYBAaTHCS (ppaxra-
TIBHUI aHalTi3 KOCMIYHHX 3HIMKIB cymyTHHKa Sentinel-2,
SIKi € y BUTBHOMY JOCTYHi y Mepexi [arepHer. Enemen-
TH KOCMIYHHX 3HIMKIB (kaHan D8) momnis, 3acisHux pis-
HUMH KYJIBTYPaMH, J03BOJIIOTh MPOBOIMTH 1X Bi3yalb-

HMI aHaJIi3, aje HE N03BOJAC KIIbKICHO OLIHUTH 3MIHU
CTaHy CUJIbCHKOTOCHOAAPCHKUX KyJIbTYp PI3HUX TUIIB.

OCHOBOIO (hpaKkTaJbHOrO aHaji3y KOCMIUHHUX (1HU-
(bpoBuUX) 3HIMKIB € T00yI0Ba OIS PPaKTATBHUX PO3Mi-
PHOCTEH, Mijl Yac SKOrO MPOBOIUTHCS CKAaHyBaHHS 30-
OpakeHHsS «BIKHOMY 3alaHOTO PO3MIpy Ta 3 3aJaHIM
KpPOKOM TiepeMimieHHs. J{1s KO)KHOTO ITOJIOKEHHS «BiK-
HA» BU3HAYA€ThCS 4HcIoBe 3HadeHHs PP, ske samucy-
eTbes B Marpuio OP.

HopmaneHuii cTaH CiTbCHKOTOCHONAPCHKUX KYJITh-
Typ Ha MPOTs3i BCHOTO MEPioqy BereTalii XxapakTepusy-
€TbCSl 30UIBLICHHSIM cepenHiX 1 MiHiManeHUX P Ha
MOYaTKOBHX (ha3ax, NOCATHEHHSIM HaWOUIbIINX 3HAUYEHb
@®P Ha cepennix ¢azax i 3HOBY 3MeHIIeHHsIM OP nHa
3aKJII0OYHHX (ha3ax.

3a BenuuuHOIO cepenHix OP MoxHa po3nomiauTH
TIOJTisI, 3aCisiHI TPEUYKOI0 1 KyKYpYA30I0 Ta IOJIst, 3acisHi
COHSIIIIHUKOM, IIIEHNIEIO 1 sYMeHeM. MK co000 MOJIs,
3acisfHI TPEYKOI 1 KYKYypyA30I0 MOXKHa PO3JAUIHTH 3a
TpUBaJiCTIO HaWOUTmMX 3HaueHbp PP 1 pi3HUM miama-
30HOM 3MiHH cepenHix ®P, a most, 3acisHi COHSIIHU-
KOM, IICHUIICIO i TIMEHEM MiXK COOO0I0 3a BEITMYHUHOIO
cepenuix @®P i TpuBamicTI0O 1X HaWOUIBLIIMX 3HAYCHb
PO3AUINTH MPAKTUIHO HE MOMJIUBO. 3MCHIIICHHS Pi3HH-
i MK BEJIMUMHAMH CEepeHiX 1 MiHiManeHuX ®P Koc-
MIYHHX 3HIMKIB IOJIB, 3aCiSHUX IIIEHHUIICIO Ta sUMe-
HEM, Ha MKy BereTalii M03BOJSE PO3PIZHUTH IIi OIS
BiJI TIOJIIB, 3aCiSTHUX COHSIIHUKOM, KyKYpY/A30l0 1 rpeu-
KOIO.

AHOManbpHE 3MCHIICHHS BEJIMYWH CEpPEIHIX 1 Mi-
HiMareHUX OP 103BONsIE 3IIMCHIOBATH MOHITOPHHT
3MiH CTaHy I0JIiB, 00YMOBJICHHX NTPOBEACHHS IOJbOBHX
poOiT, a00 BILIMBOM Ha 300paK€HHS MPUPOJHUX UHH-
HUKIB, HATIPUKIIAJ, HASIBHICTIO XMap.

ITix yac momanbIIuX JOCIIIKEHD, TOIILHO 3/IiiC-
HHUTH OILIHKY 3MiH CTaHy CUIbCHKOTOCHOAAPCHKUX 3e-
MeJTb 1 KyJIbTYp PI3HHX THIIIB 13 3aCTOCYBaHHSAM PI3HUX
PO3MIpIB «BiKHa» Ta KOCMIYHMX 3HIMKIB IHIIMX KaHAaJIB
cynyTtHuka Sentinel-2 min yac pakraibHOrO aHami3y.
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Estimation the state of different agricultural cultures with use fractal analysis
Ruslan Pashchenko, Maksym Mariushko

Abstract. Absence general approaches to estimation the state of agricultural cultures from Earth remote sensing (ERS)
data shows that the task of estimation changes their state is not decided to the end. The subject of the study in the article is esti-
mation of the state of different type agricultural cultures with use fractal analysis. The object of the study is the spaces pictures
satellite Sentinel-2 of different type agricultural cultures. The goal is consideration possibility the use fractal analysis of spaces
pictures of different type agricultural cultures for determination changes their state. The following results were obtained. Con-
ducted estimations the state of different agricultural cultures (corn, sunflower, wheat, barley and buckwheat) during all period
vegetation with the use fractal analysis their spaces pictures. Construction the field of fractals dimensions is basis fractal analysis
of spaces pictures. It is showed that the normal state agricultural cultures is characterized by the increase middle and minimum
fractals dimensions (FD) on the initial phases vegetation, by achievement the most values FD on the middle phases vegetation
and again by diminishing FD on the late phases vegetation. It is certain that the size middle FD it is possible to distribute the
fields by buckwheat and corn and the fields by sunflower, wheat and, barley. Between itself the fields by buckwheat and corn it is
possible to divide on duration the most values FD, and the fields by sunflower, wheat and barley between itself to divide the size
middle FD and duration their most values practically not possibly. Conclusions. The conducted researches showed that the frac-
tal analysis of spaces pictures allowed to conduct monitoring the state of different type agricultural cultures.
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