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D.V. SHAPOVALOVA, student, NTU “KhPI”
V.A. PULYAYEYV, D.Sc., Prof., deputy director, Institute of lonosphere,
Kharkiv

REFINEMENT OF THE INCOHERENT SCATTER RADAR
CONSTANT

Examined a variant of the software for procedure realization for comparing the level of noise at the
input of the incoherent scatter radar, order to improve its constants without using information from the
ionospheric station.

Keywords: scattering signal, the constant radar, software algorithms, ionospheric station, the
parameters of the ionosphere.

Introduction. Dynamic processes, which occur in the ionospheric plasma and
largely determine the structure of the field F, we have enormous influence on the
radio waves propagation channel. The study of these processes is associated with
the need to predict the state of the ionosphere and determine the optimum
conditions for the short-wave communication. The electron density N, is one of the
main defined parameters of the ionospheric plasma.

The method of incoherent scatter (IS) to obtain information about the basic
parameters of the ionosphere suggests as one of the options, attraction the IS radar
constant C,, which show the state of its technical systems [1]. However, some
difficulties encountered, when we using a constant. These include situation in
which the current state of technical systems varies and differs from the primary,
when was determined the constant Cy, for radar.

The periodic heating and cooling of the large surfaces waveguide lines, which
occur due to changes network supply voltage and fluctuations the ambient
temperature is the main causes of instability of the characteristics of hardware.
Also the situation is complicated with change of solar activity during magnetic and
ionospheric storms. It is causing the necessity in adjusting the amplitude for the
input signal dynamic range of the ADC by changing the amplification factor in the
receiver. The result is a divergence with the radar constant C. To resolve this, is
applied periodic refinement a constant using the automatic ionospheric station —
the ionosonde.

In [2] proposed a variant of carrying out correction for the values of the
constant C in another way — using the information about changing the noise
power P.(f), which present at the input of the IS radar on the current day of the
experiment.

© D. V. Shapovalova, V. A. Pulyayev, 2014
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The purpose of this article is to develop software algorithms for the
implementation the procedure refinement for the IS radar constant by information
about changing the noise power at the radar input.

Implementation of program for the processing mode. In [2] analyzed the
components of the background noise that enters the area of the antenna pattern.

For information about the changing technical characteristics of the IS radar
will compare next graphic lines: the diurnal cycle power Pg(t), recorded during the
calculation of the constants Cj, in the test day, with noise power P.(f), obtained

within the time ¢ = 0,7 on the current day (see block diagram in Fig. 1).

For convenience, such a comparison will put the condition that the array Pe(f)
consisted of N = 365 samples, allowing to realize a cyclic shift of the graph along
the time axis with a step of 1/N, corresponding to Ar =~ 4 min. This shift
corresponds to a change of position of the Earth in relation to the sky for a period
of one day. Similarly, in an array P.(f) readings must attend with the same
discreteness. And since in the IS method for the formation of the daily line taken
receive counts of the noise power for each interval of 15 minutes, using the
programmatic transformation primarily necessary spend interpolation between
points for values P.(¢), aligning dimension of arrays.

After interpolation, necessary implement the cyclic shift of one of the graphs
(Fig. 2) along a horizontal line, and simultaneously run the iterative procedure for
finding the minimum value of A(n) in the form [2].

Am)| — = i {PA()=P.(t—nAt) }* = min.

n=0.N

The following procedure will give the opportunity to fix the coincidence of
minima and maxima of the two lines along the horizontal. Incidentally, at this point
(¢, amyomin =1 —n,At ), spending the count for number of shifts (no = 304 in Fig. 3),

can refine the date of the measurements.

In the next step alternately will changing the values of variables & and d (step
depends by precision) and must be implemented the procedures of finding a
minimum meaning of A(k, d) as [2]

A d)e-zz =Y {P,(0—k [P(1,)+d] }* = min.,

o =-2000,+2000

which gives an opportunity to compare the lines (ko = 0,5 and dp = 1132 in Fig. 4),
but along the vertical.
Execution completes these procedures the constant C. in current day is

calculated as [2]
C. ZQ 1_M =C,-0,5,
k, P
where P- = 750 — a component of the noise level, which is fixed during the
definition of the constant C, at the IS radar, using the transmitter, which is
currently is disabled.
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Fig. 1 — The flowchart of algorithm for correction of constant C,
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Conclusions. In this article describes the procedure that implements the
checking and refinement the constant of IS radar and making possible to use it in
the future for more accurately assess of the electron density N, in the ionosphere by
the measured the scattering signal.

It is shown that the constant does can not track changes in the characteristics
of the technical systems of radar in time, for its refinement is necessary the station
for vertical sounding. In the above work, alternatively, for independent verifying
the constants considered the way, based on the using of information that provided
by the noise and obtained by the receiving antenna. Flowchart and software, using
the language operators of FreeBASIC, was developed for implementation of this
method. Using the mathematical transformations for arrays which containing
information about the distribution of the noise power in the etalon and in one of the
working days of the measurements, have been demonstrated the one is example for
comparing the noise elements.

The comparison results showed that, with ratio to the benchmark day (C
constant was determined June 1), the information of the current day was obtained
by the cyclically shift left on ny = 304 positions that correspond to the calendar
date on April 2.

After that there were obtained coefficients &y = 0,5 and dy = 1132, which
provided information on changes in the receiving and transmitting IS radar
systems, which led to the nonconformity of reality for the constant C,, on 50%.

References: 1. Evans J.W. Theoretical and practical issues to investigate the ionosphere by means of
incoherent scattering of radio waves / J.W. Evans // PIEEE. — 1969. — Vol. 57, Ne 4. — P. 139-175.
2. Pulyayev V.A. Defining the parameters of the ionosphere method of incoherent scattering of radio
waves: Monograph / V.A. Pulyayev, D.A. Dzyubanov, I.F. Domnin. — Kharkiv: NTU “KhPI”, 2011. —
240 p.
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PaccMOTpeH BapHaHT peain3alid IIPOLEAYPhl IIPOrpaMMHOIO CpPaBHEHHs YPOBHS IIyMa Ha BXOJE
pajiapa HEKOrepeHTHOT 0 PaCCesHUSL Ul YTOYHEHHUsI €0 KOHCTAHThI 63 MCII0Ib30BaHusT HH(OPMALIH C
HOHOC(EPHOH CTaHIHU.

KiroueBble cjI0Ba: CHIHAll paccesHUs, KOHCTAaHTa pajapa, IPOrPaMMHBIC aJTOPHTMBI,
HOHOC(EepHas CTaHIHs, TTApaMeTPbl HOHOCHEpBI.

PosrisiHyTo BapiaHT peanizanii IpoeAypy HPOrpaMHOrO MOPIBHSHHS PIBHS LIyMy Ha BXOXI pafapy
HEKOTePEHTHOTO PO3CISHHS A1 yTOYHEHHs 3HAYEHHS HOro KOHCTAHTH, HE BHKOPHCTOBYIOUH IIPH
pOMY iH(pOpMaIIio 3 iI0HOC(HEPHOT CTAHIIIT.

KiiouoBi ciioBa: curHan po3cCisiHHS, KOHCTaHTa pajapy, HPOrpaMHi alropuTMy, ioHochepHa
CTaHI[is1, HapaMeTpH ioHochepu.
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A LIBRARY OF ROUTINES FOR INCOHERENT SCATTER RADAR
DATA PROCESSING

The structure of the developed dynamic link library of routines for incoherent scatter radar data
processing and incoherently scattered signals simulation and the examples of its application are
described.

Keywords: incoherent scatter, data processing, simulation, numerical computing routines.

Introduction. Incoherent scatter radar data processing is produced by the
complicated program packages GUISDAP and UPRISE for example [1, 2].

GUISDAP (Grand Unified Incoherent Scatter Design and Analysis Package)
is used on EISCAT radars and needs a MATLAB environment in the Linux or
Windows operating system (OS). The MATLAB application is built around the
own high-level language and provides a lot of numerical computing routines for
data processing. These features make GUISDAP sources more clear to understand
and simpler to improve.

UPRISE (Unified Processing of the Results of Incoherent Scatter
Experiments) package is used for processing of the data obtained by means of
Kharkiv incoherent scatter radar (ISR). The package includes programs for
viewing the initial data, interference filtering, time integration, altitudinal
correction and estimating of ionospheric plasma parameters. It is written using
FreeBASIC, runs in Windows OS and doesn’t need any third-party software. The
most used routines for UPRISE were exported to the dynamic link library (DLL)
albom.dll written in C programming language.

Purpose of the article is to present the developed dynamic link library of
routines for incoherent scatter radar data processing.

Library structure. Albom.dll consists of more than 100 functions that can be
divided into several groups.

The first group is represented by functions for manipulating the initial data.
The library can handle files produced by all Kharkiv ISR data processing systems
operating since 1996. There are functions for loading and saving files of data
processing system based on TMS320 signal processors [3], multichannel
programmed correlator [4] and the data acquisition system based on E20-10
analog-to-digital conversion module [5]. There are functions for file testing and
metadata reading and writing.

Functions for calculating altitude of the scattered volume are also present in
this group. An altitude /4 can be calculated using # = Hy + Ah-i formula, where Al —

© 0. V. Bogomaz, D. V. Kotov, 2014
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an altitude step (4.583 or 9.81 km), i — a current altitude position, Hy — an altitude
for the first position. Constants H, for every ISR data processing system were
verified using the reflections from the International Space Station (fig. 1).

IJLP/BW

200 250 300 350 400 450 500 550 600
b

Fig. 1 — International Space Station (ISS) location on August 11, 1999 at 2:41 EEST (a) and
recieved by the Kharkiv radar reflected power profile
showing distance to the ISS is equal 393 km (b)

The group also includes functions for working with files in the specified
directory in the disk file system. For example it is possible to make a list of files in
a directory and get its length using only one function. There is a need to perform
this task often because the number of initial files always varies.

The second group of functions contained in the albom.dll gathers ones for
output data manipulating. This data can be binary or text files with IS signal
autocorrelation functions (ACFs) or estimated ionospheric plasma parameters
(such as ion and electron temperatures, ion composition, velocity etc.). It is
possible to work with buffer in memory as with a file and after writing to it file is
flushed to disk.
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The third group provides time and date functions. The one of the main of
them converts date to UNIX timestamp. It is used for sorting the initial data.
Inverse conversion is also available. Another function returns the next day value. It
checks if the date is valid, takes into account number of days in the month and
determines whether the year is leap. For example if the input date is February 29,
2012, the function will return March 1, 2012.

The fourth group contains functions for calculating IS signals’ spectra and
ACFs. Wavelength is taken to be 1.9 m. Such other parameters as sampling
interval, ion composition, ion and electron temperatures and electron density are
definable. As ACF calculating is time-consuming operation, it is not desirable to
carry out it in the real time while the inverse problem is solving for example. So
routines for building of ACF libraries and working with them are also present in
the DLL.

Lastly a lot of routines for data processing are implemented in the fifth group
of functions.

Statistical routines are presented by functions for distribution law, arithmetic
mean, standard deviation and variance of a list of numbers calculating.

A set of functions is intended for arrays manipulation (maximum and
minimum values searching, trends building, normalization of series, convolution
between two series, element-wise addition, subtraction, multiplication and
division).

ISR data can be interpolated and approximated using a number of functions
(linear and spline interpolation, polynomial approximation).

The discrete Fourier transform, fast Fourier transform and their inverses are
implemented in the library and are widely used in the UPRISE package.

Two functions in the library generate random real numbers with uniform and
normal distributions. The initial value can be set by lower 32 bits of the Time
Stamp Counter (TSC) when x86 architecture processor is used. RDTSC
(Read TSC) instruction returns the number of cycles since processor’s reset and is
available starting from Pentium.

Other applications of the albom.dll. The library using is quite wide in
programs developed in the Institute of ionosphere.

First of all it is programs for the initial data export to analyze them using
third-party software. These programs have a simple user interface (fig. 2). One
click is needed to choose directory with files and one more to choose directory to
export data to text files.

Secondly, programs using albom.dll are designed for incoherently scattered
signals simulation. The developed software for signal simulation allows to obtain
statistical errors of ionospheric plasma parameters estimation [6] and to test ISR
data acquisition systems [7].

Data stored in the DLL. Besides the code of routines, the albom.dll contains
data related to the Kharkiv ISR characteristics such as frequency response, impulse
response and ACF of impulse response for analog low-pass filters that are used in
the radar receiver (fig. 3). Appropriate functions easily fill arrays and there is no
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need to store data in many files and to load them from disk.

[ Dor\E20-1002013%03 1. Open |

[ 2. Save |

Fig. 2 — Graphical user interface of the program for the initial data exporting
that uses albom.dll
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4

Fig. 3 — Frequency response (a), impulse response (b) and
ACF of impulse response (c¢) for 9.5 kHz low-pass filter
used in Kharkiv incoherent scatter radar receiver

Conclusions. The albom.dll library contains a lot of routines that
significantly simplify the process of development of programs for ISR data
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processing and incoherently scattered signals simulation. It can be used with
almost all modern programming language (C/C++, Delphi, Python, FreeBASIC
etc.).

References: 1. Lehtinen M.S. General incoherent scatter analysis and GUISDAP / M.S. Lehtinen,
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B crathe ommcaHa CTPyKTypa pa3pabOTaHHON JUHAMHYECKONW OMOIMOTEKH Mpoueayp A 00paboTKu
JIAaHHBIX pajiapa HEKOTEPEHTHOTO PaCcCesHHsS M WMHTALUH HEKOIePEHTHO PACCESHHBIX CHIHAJIOB, a
TAK)XE MPUBEICHBI IPHMEPBI €€ IIPHUMEHEHHS.

KaroueBble CcjI0Ba: HEKOTEPEHTHOE paccesHHue, o00paboTka JaHHBIX, MOJCIMPOBAHHE,
YHCJICHHBIC BEIYUCITUTEIIbHBIC MTPOLIETYPBI.

VY craTti onmMcaHO CTPYKTYypy po3po0iieHOi AWHaMiuHOI 6i0sioTeku mpouenyp Ui oOpoOKH JaHHUX
paziapa HEKOrepEeHTHOrO PO3CisIHHSI Ta iMiTallii HEeKOrepeHTHO PO3CISTHMX CUTHAJIB, a TAKOXK MPHBEICHO
MIPUKJIAIU 11 BUKOPUCTaHHSI.

Ka4oBi cioBa: HEKOrepeHTHE pO3CisHHS, O00poOKa JaHWX, MOJCIIOBAHHS, YHCEIbHI
O0YHCITIOBAIIBHI TPOLIEAYPH.
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VARIATIONS OF THE ELECTRIC FIELD ZONAL COMPONENT,
THE VERTICAL COMPONENT OF THE PLASMA DRIFT AND
NEUTRAL WIND VELOCITIES IN IONOSPHERE OVER
KHARKOYV (UKRAINE) DURING AUGUST 5 - 6, 2011 AND
NOVEMBER 13 - 15, 2012 MAGNETIC STORMS

The modeling results of the zonal electric field and the vertical component of the plasma transfer

velocity due to electromagnetic drift during August 5-6, 2011 and November 13 — 15, 2012 magnetic

storms were presented. Confirmed that has a penetration of electric fields from magnetospheric origin in

the mid-latitude ionosphere during strong geomagnetic disturbances. For the considered disturbed

periods the neutral wind parameters were calculated using Kharkov incoherent scatter radar data.
Keywords: ionosphere, geospace storm, zonal electric field, plasma drift.

Introduction. It is well known that in quiet conditions the contribution of
magnetospheric sources in electric fields and currents in the middle and low
latitudes is fairly small. As the presented in [1 — 4], the results of experimental
studies and theoretical calculations, the magnitude of the electric field in the mid-
latitude ionosphere without geomagnetic disturbances does not exceed several
mV/m. At altitudes of the ionospheric F2-peak the plasma drift caused by these
fields is small compared to the transport processes of charged particles due to
ambipolar diffusion and neutral winds. During strong geomagnetic disturbances
has penetration of electric fields at the altitudes of the mid-latitude ionosphere and,
consequently, increasing the plasma velocity in crossed electric and magnetic
fields. It should be noted that the transfer of the plasma due to the electromagnetic
drift during geomagnetic storms have a significant impact on the altitudinal
distribution of the parameters of the mid-latitude ionosphere.

The aim of this work is to calculate the parameters of the zonal electric field
in the ionosphere over Kharkov (Ukraine), as well as modeling the transport
velocity variations due to the electromagnetic plasma drift and neutral wind during
August 5 —6, 2011 and November 13 — 15, 2012 magnetic storms.

The observation means. For modeling of the neutral wind parameter
variations were used the Kharkov incoherent scatter radar (ISR) (geographic
coordinates: 49,6° N, 36,3° E; geomagnetic coordinates: 45,7°, 117,8°) data. At
present time the Kharkov ISR is the only reliable and most informative data source
of the geospace plasma state at the mid-latitudes of Central Europe.

Radar allows measuring with high accuracy (usually error is 1 — 10%) and
acceptable altitude resolution (10 — 100 km) the following ionospheric parameters:

©1. F. Domnin, C. La Hoz, M. V. Lyashenko, 2014

ISSN 2078-9998. Bicnux HTY “XII1”. 2014. Ne 47 (1089)
15



electron density N, electron 7, and ion 7; temperatures, a vertical component of the
plasma drift velocity v,, and ion composition. The investigated altitude range is
100 — 1500 km.

The general information about magnetic storms parameters. 7The
magnetic storm on August 5 — 6, 2011. Super-strong magnetic storm (MS) began
on August 5, 2011 at 19:03 UT. The K, index of geomagnetic activity during the
MS main phase reached magnitude 8 — and D, = —113 nT. The solar wind (SW)
velocity during the main phase ranged 570 —620km/s, the SW particle
temperature reached a value 6,4:10° K, the density of SW particles N;, = 1,9-10
m . The value of the interplanetary magnetic field (IMF) B.-component was —(15—
18) nT, and the IMF magnetic induction by modulus was 25 — 27 nT. The auroral
activity index AE,,x = 1740 nT. The value of the Akasofu function € = 37 GJ/s.

The magnetic storm on November 13 — 15, 2012. Geomagnetic storm began
on November 13 at 15:00 UT. The main phase of the magnetic storm took place
from 18:00 UT on November 13 to 06:00 UT on November 14. The extreme
values of the geomagnetic activity indices during the MS were: AE,,x = 1009 nT,
K, max = 6+, Dy, = =108 nT. The value of the IMF B.-component was —(17 — 18) nT.
The value of the Akasofu function was ~26-30 GJ/s.

Initial theoretical relations. As is known, without perturbation the electric
fields effects in the mid-latitudes can be neglected. However, during strong
geomagnetic storms have amplification of electric fields due to the magnetospheric
convection, which significantly affects on dynamics of the mid-latitude ionosphere.
During disturbed conditions in the mid-latitudes, and neglecting the effects of the
geomagnetic field declination the main contribution to the vertical transport of
plasma makes zonal electric field. Electric field directed to the east, causing the
plasma drift upwards and field directed to the west — the transfer of ionospheric
plasma down. We estimate the value of the zonal component of the electric field,
as well as the contribution of the vertical component of plasma motion due to the
electromagnetic drift in the dynamic mode of the ionosphere during magnetic
storms on August 5 — 6, 2011 and on November 13 — 15, 2012.

As shown by the calculations presented in [5], there is a correlation between
AE index and the values of the zonal component of the electric field E,. In this
case, the electric fields of magnetospheric origin and geomagnetic plasma heating
are the main sources of dynamic processes in the ionosphere in mid-latitudes
during strong geomagnetic disturbances.

To calculate E, use the empirical relation between the magnitude of the
electric field and auroral activity index, given in [5]:

E,=(0,55-0,014E)107,

where AE — auroral activity index (in nT).
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Expression to calculate the velocity of plasma transport due to
electromagnetic drift neglecting effects declination has the form [6]

vgs = (E,/B)cos 1,

where B — the geomagnetic field modulus, / — the geomagnetic field inclination (for
Kharkov city I = 66,85°).

In mid-latitudes the drag wind velocity vertical component of ions due
meridional component of the velocity of the neutral gas horizontal motion. Neutral
wind directed toward the equator causes the plasma upward along magnetic field
lines, and the wind, having the direction of the pole down motion of the plasma
along the geomagnetic field lines [6].

Expression for calculating the meridional component of the neutral wind
velocity v,, neglecting the effects of the geomagnetic field decline has the form

[6]:

Uy = (0, — Vg, — vgp)/(sinlcosl),

or
v, =—D,sin’ [ LN 1% .
H N& T &

p p

Here v, — the vertical component of the plasma velocity (Kharkov ISR data),
v4. — the vertical component of the plasma transport velocity due to ambipolar
diffusion, D, — ambipolar diffusion coefficient, H, = kT,/mg — the plasma scale
height, k — Boltzmann constant, 7, = T, + T; — the plasma temperature, 7, and 7; —
the electron and ion temperatures (Kharkov ISR data), m — the oxygen ion mass,
Vi, — the total ion collision frequencies with the major components of the neutral
gas, g — the free fall acceleration, N — the oxygen ions density (Kharkov ISR data),
z — the altitude, vgp — the velocity of plasma transport due to electromagnetic drift.

Calculation results. Figures 1 and 2 shows the temporal variations of the
zonal component of the electric field in the mid-latitude ionosphere at the altitude
of 300 km during August 5 — 6, 2011 and November 13 — 15, 2012 magnetic
storms.

The calculations show that the value of £, reached —17 mV/m during the main
phase of the MS on August 5 — 6, 2011. Whereas in quiet conditions, the
magnitude of the zonal component of the electric field does not exceed -5 mV/m.
During the November 13 — 15, 2012 MS the value of the electric field zonal
component was —9,5 mV/m. In quiet conditions, the value of £, does not exceed
units of mV/m.

In general, the results agree well with the results obtained by other authors [1,
3, 6].
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Figures 3 and 4 shows the calculation results of the temporal variations of the
plasma velocity vertical component due to the electromagnetic drift during the
considered magnetic storms and quite conditions at altitude of 300 km.

In the main phase of August 5 — 6, 2011 magnetic storm the vgp velocity
reached values of —150 m/s, while the magnetically quiet conditions, plasma
transport due to electromagnetic drift practically absent. For November 13 — 15,
2012 magnetic storm obtained that the vgp velocity reached its peak shortly after
the beginning of the magnetic storm and equaled —85 m/s.
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Fig. 1 — The temporal variations of the zonal component of the electric field during
August 5 — 6, 2011 magnetic storm
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Fig. 2 — The temporal variations of the zonal component of the electric field during
November 13 — 15, 2012 magnetic storm

030811 04.08.11 05.0811 060811 07.08.11 08.08.11 09.08.11

0 = -+
o | SC |
El | I | | | |
& I I I | I
g 00 |
© I | I I I I
4150 | I I I I | I
0 24 48 72 96 120 44 UT

Fig. 3 — The temporal variations of the plasma velocity vertical component due to the
electromagnetic drift during the magnetic storm on August 5 — 6, 2011
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Fig. 4 — The temporal variations of the plasma velocity vertical component due to the
electromagnetic drift during the magnetic storm on November 13 — 15, 2012

Figures 5 and 6 shows the temporal variation of the meridional component of
the neutral wind during August 5 — 6, 2011 and November 13 — 15, 2012 magnetic
storms. Calculations showed that in quiet conditions v,, velocity ranges from 0 to
—150 m/s. The highest rate of v,,, as shown by calculations, reaching a value of
350 m/s on August 6, 2011 and 150 m/s on November 14, 2012. This behavior of
v, indicates that the effects of the magnetic storm well manifested in the variations
of the global thermospheric circulation parameters. Such behavior of the neutral
wind velocity was also observed during September 25, 1998 magnetic storm [7].
The calculation results agree with the results of other authors presented in [8, 9].
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Fig. 5 — The variations of the neutral wind velocity meridional component during
August 5 — 6, 2011 magnetic storm
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Fig. 6 — The variations of the neutral wind velocity meridional component during
November 13 — 15, 2012 magnetic storm

Conclusion. 1) The calculations show that the magnitude of the electric field
zonal component reaches the value of —17 and —9,5 mV/m in the main phase of
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magnetic storms on August 5 — 6, 2011 and November 13 — 15, 2012, respectively.
In quiet conditions, the E, value does not exceed units of mV/m.

2) The effects of considered magnetic storms were well manifested in
variations of dynamic processes in the ionosphere. The magnitude of the vertical
component of the plasma velocity due to the electromagnetic drift reached values
of —150 and —85 m/s during magnetic storms on August 5 — 6, 2011 and November
13 — 15, 2012, respectively. In undisturbed conditions plasma transport due to
electromagnetic drift was negligible.

3) The effects of magnetic storms were well manifested in the variations of
the global thermospheric circulation. During magnetic storms occurred
strengthening the neutral wind, toward the poles. The calculations show that the
neutral wind velocity reached values 350 and 150 m/s during magnetic storms on
August 5 —6, 2011 and November 13 — 15, 2012, respectively.
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IpencTaBieHo pe3yNbTaTH MOJACIIOBAHHS Bapialliil 30HaJbHOIO €JIEKTPUYHOrO MOJIS Ta BEPTHKAIBHOI
KOMIOHEHTH MIBUKOCTI TIEPEHOCY MJIa3MH 3a PaXyHOK €IEKTPOMArHITHOTO JApei(y Mijx 4ac MarHiTHUX
Oyp 5 — 6 cepuns 2011 p. Ta 13 — 15 nucromama 2012 p. IliaTBepikeHo, MO MiJ 4ac CHIBHHUX
reoMarHiTHUX 30ypeHb Ma€e Miclie MPOHUKHEHHS EIEKTPHYHUX IMOJIB MarHiTOCHepHOro MOXOKEHHS Y
CepeIHbOUIMPOTHY 10HOChepy. st po3rIstHYTHX 30ypeHHX IepiofiB po3paxoBaHO MapaMeTpu
HEWTPaJIbHOTO BITPY 3 BUKOPUCTAHHSAM JaHUX XapKiBChKOTO pajiapa HEKOrePEHTHOT'O PO3CIsIHHSL.
KuiouoBi ciroBa: ioHoc(hepa, reokocMiuHa Oypsi, 30HaIbHE eIeKTPUIHE 110JIe, Apeiid mIa3mu.
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IpencTaBieHsl pe3ysbTaThl MOAEIMPOBAHUS BapUalldil 30HAJBHOIO 3JIEKTPUUECKOTrO IOJS MU
BEPTUKAITBPHOH KOMIIOHEHTBHI CKOPOCTH IepeHoca IUIa3MBl 3a CYeT JJIEKTPOMAarHUTHOTO Apeida BO
BpeMsi MATHUTHBIX Oypb 5 — 6 aBrycta 2011 r. u 13 — 15 HOs16pst 2012 1. ITonTBEpIKICHO, YTO BO BpeMs
CHJIBHBIX T€OMAarHUTHBIX BO3MYIUEHMH MMEET MECTO IPOHHUKHOBEHUE JIIEKTPUYECKHX I0JIeH
MarHuTOC(EpHOro IPOHCXOKAEHHUS B  CPENHEIHPOTHyI0 HoHOcdepy. [l  paccMOTpeHHBIX
BO3MYIIEHHBIX NE€PUOLOB PACCUMTAHBI MapaMETPbl HEHTPAIBHOrO BETpa C MCIOJIb30BAaHHE JAHHBIX
XapbKOBCKOTO pajiapa HEKOTEPEHTHOIO PACCESHHS.

KiroueBble c1oBa: norocepa, reokocMudecKas Oypsi, 30HaJIbHOE JIEKTPHUECKOE 1101, Aper
I1a3MBbl.
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FUZZY LOGIC BASED CONTROL SYSTEM OF CONVERTER FOR
POWERFUL SOUNDING PULSES GENERATOR

This thesis deals with the design of control system for powerful sounding pulses generator using Fuzzy
Logic based decision structure and implementation using the 68HC12 microcontroller. Some practical
cases with Fuzzy Tech are presented to check the proposed control performance. Conclusions of
obtained results are presented.
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The purpose of article is to implement microprocessor realization of level
higher harmonics fuzzy-controller, which determines the deviation from the
nominal value of the selected parameter and leads it to the established norms.

Introduction. Fuzzy logic implementation is becoming increasingly
important, and finding applications in diverse areas of current interest, such as
control, pattern recognition, robotics, and other decision making applications.
Fuzzy decision process offer a significant advantage over crisp decision process
which is the ability to process different levels of truth instead of only 1 or O
levels. Fuzzy Logic does not require precise inputs, it is inherently robust, and can
process any reasonable number of inputs but system complexity increases rapidly
with more inputs and outputs. Distributed processors would probably be easier to
implement. Simple, plain-language IF X AND Y THEN Z rules are used to
describe the desired system response in terms of linguistic variables rather than
mathematical formulas. The number of these is dependent on the number of inputs,
outputs, and the designer's control response goals. The new Motorola 68HC12
MCU has an embedded fuzzy logic instruction set. Using this instruction set, it can
be implemented complex fuzzy logic systems using only a few hundred bytes of
ROM that cycle compute in less than a millisecond.

In [1, 2] describes a method for designing a fuzzy controller in the control
system of compensation inactive components of the total power device. Fuzzy
controller implements a fuzzy inference procedure and makes it possible to obtain
the required values of regulated and controlled process parameters, namely
controls the amplitude level of selected harmonic current mains 4i and brings it to
the required value. This can be achieved by varying the voltage on the capacitor of
the inverter Uc by control signals delta_Uc of additional output control circuit [1].
In the proposed control system based on fuzzy logic fuzzy controller input signals
and output control actions are considered as linguistic variables, qualitatively
characterized by the term-sets.
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Each term is considered as a fuzzy set, and formalized using the membership
function. Formation of the control action performed on the basis of linguistic
control rules that establish means of natural language communication between the
states of a dynamic system and manage the impact of the control system of the
converter [2].

Hardware realization of fuzzy microcontroller fuzzy-controller can be done
using special-purpose microcontrollers. As a special-purpose microcontroller with
hardware support for fuzzy logic was selected microcontroller 68HC12 from
Motorola.

The 68HCI12 is a high-speed, 16-bit processing unit that has a programming
model identical to that of the industry standard M68HC11 CPU. The 68HCI12
instruction set is a proper superset of the M68HC11 instruction set, and M68HC11
source code is accepted by 68HC12 assemblers with no changes. The 68HC12 has
full 16-bit data paths and can perform arithmetic operations up to 20 bits wide for
high-speed math. An instruction queue buffers program information so the CPU
has immediate access to at least three bytes of machine code at the start of every
instruction.

A fuzzy inference kernel for the 68HC12 requires one-fifth as much code
space, and executes fifteen times faster than a comparable kernel implemented on a
typical midrange microcontroller. The 68HC12 includes four instructions that
perform specific fuzzy logic tasks. In addition, several other instructions are
especially useful in fuzzy logic programs. The overall C-friendliness of the
instruction set also aids development of efficient fuzzy logic programs.

The four fuzzy logic instructions are MEM, which evaluates trapezoidal
membership functions; REV and REVW, which perform unweighted or weighted
MIN-MAX rule evaluation; and WAV, which performs weighted average
defuzzification on singleton output membership functions.

Other instructions that are useful for custom fuzzy logic programs include
MiNA, EMIND, MAXM, EMAXM, TBL, ETBL, and EMACS. For higher
resolution fuzzy programs, the fast extended precision math instructions in the
68HC12 are also beneficial. Flexible indexed addressing modes help simplify
access to fuzzy logic data structures stored as lists or tabular data structures in
memory. A microcontroller based fuzzy logic control system has two parts. The
first part is a fuzzy inference kernel which is executed periodically to determine
system out-puts based on current system inputs. The second part of the system is a
knowledge base which contains membership functions and rules.

The knowledge base can be developed by an application expert without any
microcontroller programming experience. Membership functions are simply
expressions of the expert's understanding of the linguistic terms that describe the
system to be controlled. Rules are ordinary language statements that describe the
actions a human expert would take to solve the application problem.

ISSN 2078-9998. Bicuux HTY “XIII”. 2014. Ne 47 (1089)

23



Rules and membership functions cm be reduced to relatively simple data
structures (the knowledge base) stored in nonvolatile memory. A fuzzy inference
kernel cm be written by a programmer who does not know how the application
system works. The only thing the programmer needs to do with knowledge base
information is store it in the memory locations used by the kernel.

The design process begins by associating fuzzy sets with the input and output
variables. These fuzzy sets are described by membership function of the type
shown in figure below. These fuzzy set values are labeled. The shape of the
membership functions are, in general, trapezoids that may have no top (triangles)
or may have no vertical sides. A functional diagram of a fuzzy-controller is shown
in the following figure.

INPUTS

' '

Maps to fuzzy Sets

Fuzzy Rules
If A And B Then L
L]

L]

L]

Defuzzification

!

OUTPUTS
Fig. 1 — Functional Diagram of a Fuzzy Controller

The fuzzy controller shown above consists of three parts. The fuzzification of
inputs. The processing of rules, and the defuzzification of the output. The inputs to
a fuzzy controller are assigned to the fuzzy variables with a degree of membership
given by the membership functions. After applying all of the fuzzy rules to a given
set of input variables, the output will belong to more than one fuzzy set with
different weights. The weighted output fuzzy sets are combined in a manner to be
described below and then a centroid defuzzification process is used to obtain a
single crisp output value.

The system structure identifies the fuzzy logic inference flow from the
input variables to the output variables. The fuzzification in the input interfaces
translates analog inputs into fuzzy values. The fuzzy inference takes place in rule
blocks which contain the linguistic control rules. The output of these rule blocks
are linguistic variables. The defuzzification in the output interfaces translates them
into analog variables. The following figure shows the whole structure of this fuzzy
system including input interfaces, rule blocks and output interfaces. The
connecting lines symbolize the data flow. A Structure of the Fuzzy Logic System
in Fuzzy Tech is shown in Fig.2
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Fig. 2 — Structure of the Fuzzy Logic System

The appearance of interface Fuzzy Tech project in debug mode is shown in
Fig. 3. View graphic table editor of fuzzy inference system is shown in Fig. 4.
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Fig. 3 — The appearance of interface Fuzzy Tech project
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Software implementation of fuzzy-control loop mains current harmonics in
Assembler and C language is realized in Fuzzy Tech code editor and based on
fuzzy logic microcontroller Motorola 68HC12.
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Summary and conclusion. This article is concerned with the design
techniques for fuzzy logic and its implementation in the control system of
converter for powerful sounding pulses generator. Due to the new series of
microcontrollers 68HC12, which has dedicated instructions for programming and
implementation of fuzzy logic it has become easy to write a smaller code which
can overcome the memory constraints of earlier versions of microcontrollers. The
Fuzzy Tech design software has made it very easy to design a control system using
fuzzy logic. This design approach using fuzzy logic is practically feasible and
many other applications are open venues for further research and future work.
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B cratbe omicaH BapHaHT MHKPOIPOLIECCOPHOH peanmm3anuu fuzzy-peryisTopa CHCTEMBI yIPaBICHHS
JIByXKaHAJIbHbIM  KOMIIEHCATOPOM  HEAaKTHUBHBIX  COCTaBJIAIOIIMX  IOJHOW  MOIIHOCTH  JJIS
(opmMupoBaTessi MOIMHBIX 30HAMPYIOIHX HMITYIbCOB. IIpencTaBiieHBl pe3ynbTaThl MPOEKTHPOBAHHS
CHCTEMBI HeUEeTKOr 0 JIOTHIECKOro BeIBozia B porpamme Fuzzy Tech.

KiioueBble c10Ba: HEYETKHH PEryJSITOP, MHKPOIPOLECCOpHas peanu3anus, (aszuduxarms,
(YHKITHY TPHHAUIOKHHOCTH.

VY crarti omucaHmil BapiaHT MikpomporecopHoi peamizanii fuzzy-perynsrtopa cucTeMH KepyBaHHS
JIBOKAHAJIGHUM KOMIIEHCATOPOM HEAKTHBHHX CKJIAJOBHX IIOBHOI IIOTYXHOCTI s dopmyBada
MOTYXHUX 30HAyIOUMX iMmyisbceiB. IlpemcraBieHi pe3ysbTaTH NpPOEKTYBAaHHS CHCTEMH HEYITKOIO
JorigHoro BuBoxy B mporpami Fuzzy Tech.

KuiouoBi ciioBa: HewiTkuil perymisTop, MikpomponecopHa peamizamis, ¢asudikamis, ¢yHkmii
MIPHHAJIEKHOCTI.
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Introduction. Incoherent scattering (IS) is the most informative technique of
radio-physical exploration of near-Earth space. It allows measuring a wide set of
ionospheric parameters at the same time and in a large range of heights. IS radars
are used for this technique realization. These radars are complex technical systems,
which include powerful transmitters, large size antennas, high sensitivity receivers
and high-performance computer data processing systems. Currently there are
11 active IS radars in the world. One of them is the IS radar of Institute of
Ionosphere of National Academy of Sciences of Ukraine and Ministry of
Education and Science of Ukraine.

Purpose of the article is to present the current state of the IS equipment in the
Ionosphere observatory of Institute of lonosphere, to show radar potential and to
introduce techniques for the parameters of the ionosphere measurement and
ionospheric data processing.

Facility. Ionospheric Observatory of the Institute of Ionosphere is located in
50 km to the south-east from Kharkiv city (49.676° N, 36.292° E; InvDip=45.74°).
This location is best one to carry out studies of the longitude and latitude effects in
the ionosphere together with radars in Millstone Hill (43°N, 71°W),
Irkutsk (52° N, 104° E) and Tromse (78° N, 19° E).

The Ionospheric Observatory facilities include the VHF IS radar equipped
with the zenith parabolic Cassegrain antenna of 100 m diameter; the VHF IS radar
equipped with the fully steerable parabolic antenna of 25 m diameter; ionosonde
“Bazis” [1].

© 1. F. Domnin, Ya. M. Chepurnyy, L. Ya. Emelyanov, S. V. Chernyaev, A. F. Kononenko,
D. V. Kotov, O. V. Bogomaz, D. A. Iskra, 2014
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Radar with 100-m antenna was put into operation in the 1970s [1-3] and
being modernized right along.

Radar allows to measure with high accuracy (usually error is 1-10 %) and
acceptable altitude resolution (10-100 km) the following ionospheric parameters:
electron density N,, electron 7, and ion 7; temperatures, a vertical component of the
plasma drift velocity V-, and ion composition [1, 4]. The investigated altitude range
is 100-1500 km.

At the present time, the main parameters of IS radar are as follows: the
frequency is about 158 MHz, the effective aperture of the 100-m antenna is about
3700 m?, the two way half-power antenna beam width is close to 1.3°, the peak
pulse power of the transmitter is up to 3.6 MW and the average power is 100 kW,
pulse repetition frequency is 24.4 Hz, and the polarization is circular or linear. The
noise temperature of the receiver is 120 K and the receiver bandwidth is 11—
19 kHz. The effective noise temperature of system is 470-980 K.

Block diagram of IS radar is shown on Fig. 1.

gr S ;Amenna

Antenna Channel Antenna .
switcher combiner switcher Synchronizer

] )

v I} )
T it Recei T it Signal

ransmitter ecelver ransmitter synthesizer

i 1 ) y

‘ P
Signal Facility
processing monitoring
systems system

Fig. 1 — Block diagram of IS radar of Institute of Ionosphere

Antenna (Fig. 2) allows to transmit and receive circular and linear polarized
signals due to the presence of two orthogonal dipoles [5]. The antenna pattern was
measured using the reflections of the sounding signal from spacecrafts. The
antenna pattern is shown in Fig. 3 [6].

Feeder circuit is based on dual-channel scheme. It is built on 1330x660 mm
rectangular waveguide section and partially on 160/70 mm rigid coaxial lines.
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Feeder length in each of the channels is more than 200 m. It consists of coaxial and
waveguide sections, high power waveguide-coaxial transitions, waveguide
expansion compensators (thermal expansion compensators), ball switches, coaxial
and waveguide directional couplers. Isolation between radio receiving and
transmitting devices is provided in each of the two channels of the waveguide
feeder line by using balanced antenna waveguide switches performed on gas-filled
surge arrester.
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Fig. 2 — The 100-m-diameter
parabolic antenna Flg 3 — Cross-section of the 100-m antenna
pattern in the plane of ¢ = 203°, measured
by reflections from Cosmos-457 Rocket

Transmitter consists of two channels of high-power amplifiers operating with
an external excitation by common signal synthesizer [7]. Peak pulse power of each
channel is up to 1.5 MW. Usually it is about 1 MW. Transmitted pulse duration is
defined by measurement mode. The total pulse length does not exceed 800 ps.
Pulse repetition frequency is 24.4 Hz.

To transmit signals with linear or circular polarization, the desired phase
difference between the signals of two channels (either 0 or 90 degrees,
respectively) is set. Block diagram of the transmitter is shown in Fig. 4. Each
channel consists of a preamplifier, power amplifier, system of the formation of the
pulse anode voltages (modulator and high voltage rectifier), and the power supply
and cooling equipment.

Driving signal with power of about 130 mW comes from the synthesizer to
inputs of the preamplifiers. These preamplifiers are made as multistage scheme
with metal-ceramic electron tubes. Output three-stage power amplifiers are made
with powerful triodes cooled distilled water. Modulator is a pulse voltage source
for these stages. It consists of a multisection LC charge integrator with full
discharge of energy via the pulse transformer. All elements of the modulator are
matched so as to minimize the transmitter noise level in the interpulse periods. It is
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possible to operate using four transmitter channels with the pairwise summation of
their signals via coaxial combiner bridges. In this case, a total peak power reaches
up to 3.5 MW.
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Fig. 4 — Block diagram of the IS radar transmitter

Radio receiver of IS radar is a multi-channel receiver with a triple frequency
transformation [8]. The spectrum of the received signal is sequentially translated
from the carrier frequency (158 MHz) to a low frequency region where correlation
processing is carried out. The receiving equipment is located near the outputs of
antenna-feeder system in order to minimize signal power losses at the receiver
input and reduce interference.

Block diagram of receiver for the reception of two signals spaced apart in
frequency is shown in Fig. 5.

A system of the received signal polarization choice (consisting of a phase
shifter and coaxial combiner of the signals from two feeder line channels), a
circulator for a better match of input resistance to the feeder line impedance
(75 ohm), blank switch device (to close the receiver during pulsing), and a low
noise transistor amplifier VHF1 are at the receiver input. Receiver blanking is
provided using two high-speed electronic switches of radio-frequency path (with
p-i-n diodes) to avoid overload of the receiver and analog-to-digital converters
(ADC) of processing devices. The amplifier VHF1 provides sufficient for VHF
radio receiver sensitivity: the receiver noise factor is equal to 1.4. A number of
pairs of quadrature signals in outputs of receiver are formed (for correlation
processing) by synchronous detection and low-pass filtering. The receiver
bandwidth depends on the low-pass filters. Usually the 7th-order Cauer filters with
the bandwidth of AF=9.5 kHz and AF=5.5 kHz, as well as the third-order Gauss
filters with AF=6.0 kHz are used. Unevenness of the flat part of amplitude-
frequency characteristic of these filters does not exceed 0.18 dB.
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The receiver heterodyne signals are formed from signals of synthesizer to
ensure coherence of IS radar systems. Due to this we are able to detect small
(relative to width of the IS signal spectrum) Doppler frequency shifts, which are
used for determining the radial velocity of the ionospheric plasma.

A first heterodyne signal with the frequency f,, is formed from the synthesizer
signal with frequency (f41/8) using frequency multiplier. Since the carrier frequency
of the sounding signal is formed by the synthesizer according to the expression
Jo=((fe1/8)—2f3)-8, the first intermediate frequency (IF) is fijn=fz1—fo=16fp. Thus, it is
known accurate to a Doppler shift of the IS signal spectrum due to the plasma
motion. Second heterodyne signal is formed according to the expression:
Je=16fgtf.. Third (synchronous) heterodyne signal is formed by quartz crystal
filtering of the synthesizer signal with the frequency f,. Therefore the second
intermediate frequency f, coincides with the frequency f;, of the synchronous
heterodyne (up to Doppler shift). As a result of the synchronous detection, the
signal is translated to the zero frequency with Doppler shift. Thus, the coherent
radar system operation is achieved and the possibility of the ionospheric plasma
drift velocity measurement is provided.

Signal synthesizer system is designed to form the signals required for
operation of the transmitter, receiver and facility monitoring system. In particular,
the driving signal for transmitter and heterodyne signals for receiver are formed.
All signals are synthesized from the highly stable reference oscillator signal with
frequency of 5 MHz.

Synchronization system is intended to ensure synchronous operating of the
equipment. It produces a signal of start of transmitting, a strobe pulse for
synchronizer to form driving signal for transmitter, a blank pulse to close the
receiver input during transmitting, and other control signals for radar systems.

Several independently working signal processing systems are used in the
Kharkiv IS radar. All systems work in one local area network.

Two dual-channel correlators based on the TMS320 family signal processors
operate since 1996 [9]. Each correlator runs the own program and allows to obtain
unique data. For example, one of them is intended to calculate autocorrelation
functions (ACFs) for the electron density, ion composition, ion and electron
temperatures estimation. At the same time another correlator calculates quadrature
ACEFs for the plasma velocity estimation.

Four-channel programmable correlator consists of four 10-bit precise high-
speed successive approximation ADC and the general-purpose personal computer
(PC) [10]. It was put into operation in 2003. In contrast to correlators based on the
TMS320 family signal processors, the four-channel programmable correlator
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allows to obtain a full set of the IS signal ACFs for all ionospheric plasma
parameters estimation.

Since 2012, a new data processing system based on E20-10 ADC module
operates in structure of the IS facility. It provides continuous acquisition of 16-bit
data with processing rate up to 10 MHz and their transfer to PC using USB 2.0
interface. The software developed for system maintenance is an application for
Microsoft Windows operating system. It sets up E20-10 appropriate mode, records
signal data for every radar scan (1464 scans are response to 1 min session of
measurement), calculates IS signal ACFs, and visualizes obtained data. High-speed
interface and a high-performance PC allowed significantly increase sampling rate
(currently up to 6 times) [11].
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Fig. 5 — Block diagram of the IS radar receiver
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Fig. 6 — The fully steerable 25-m-diameter antenna

Facility monitoring system is designed to test the radar operation. It produces
a harmonic or random signal with characteristics similar to the IS signal. These
signals are transmitted by the control antenna with orthogonal vibrators and
received via 100-m antenna and feeder circuit to the receiver input.

Radar with a steerable 25-m antenna (Fig. 6) was put into operation in 1980s
and has a similar structure of transmitter, receiver and feeder system [1, 3]. The
effective aperture of the 25-m antenna is about 290 m?, the two ways half-power
antenna beam width is close to 5.1°. Radar is used to study the dynamics and wave
disturbances of the ionosphere.

From time to time we work simultaneously using two radars (with zenith and
steerable antennas). Because of this, it is possible to study the spatial structure of
the ionosphere over Ukraine, to measure the full vector of the ionospheric plasma
motion velocity, and to research in detail wave effects in the ionosphere.

lonosonde “Bazis” allows to provide vertical, oblique and transionospheric pulse
sounding of the ionosphere [12, 13]. Ionosonde is used independently to determine the
basic parameters of the ionosphere (electron density, critical frequency, etc.) and in
conjunction with the IS radar for binding measured value of the electron density at the
maximum of ionization and normalized altitudinal profile of N,. The ionosonde of
Institute of Ionosphere can work in the international network of ionospheric stations, in
particular, to observe the latitude and longitude effects in co-operation with the
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ionosonde in Pruhonice (Czech Republic, 50.0° N, 14.6° E), Dourbes (Belgium,
50.1° N., 4.6° E), Moscow (Russia, 55.5° N, 37.3° E) [14-16].

Main technical characteristics of the ionosonde “Bazis” are: peak pulse power of
transmitter is not less than 15 kW, operating frequency range in vertical sounding mode
is 1-20 MHz, frequency sweeping law is linearly increasing one with a discrete step in
the range of 1 to 100 kHz, a number of operating frequencies are 400, pulse repetition
frequency is 100 Hz, pulse duration is 100 ms. Antennas are thombic ones with vertical
radiation. Receiving and transmitting antennas are identical and located orthogonally.

The main elements of the “Bazis” are transmitter, receiver, control unit and
recording device with PC.

Operating modes. Kharkiv IS radar can operate in the following modes (Fig. 7)
[2,17]:

— Sounding with a pulse of about 800 us length to measure the parameters of the
upper ionosphere and the ionosphere at the altitudes near the peak of the ionospheric
F layer with altitude resolution of about 120 km (polarization is circular to avoid
Faraday fading of the IS signals).

— Sounding with a cyclic sequence of double pulses (65 or 135 us length) with a
variable delay between pulses from one period of sounding to another. Every delay is
equal to the respective lag of measured correlation function. Polarization is circular.
This mode is used for measurement of the ionospheric parameters at altitudes of 100—
550 km with altitude resolution of about 10 or 20 km respectively. Space between the
double pulses is filled by the signal with an offset carrier frequency
(fi=f¢+0.1 MHz) to ensure stable operation of the transmitter and to reduce error of
the ionospheric plasma drift velocity measurement, as well as because of the
transmitter specifics [18]. This mode was actively used during the peak of solar
cycle 23 [19].

— Sounding with a signal of 135 ps length with linear polarization to determine
the electron density using the Faraday effect [20].

Since 2006, the main mode of the IS radar operation is radio sounding of the
ionosphere using composite two-frequency radio pulse, where the first element has a
pulse length of about 650 us (the carrier frequency f,= 158 MHz) and the second
element has the pulse length of about 135 ps (the frequency f; = (158 + 0.1) MHz)
[3,21]. As a result of receiving and processing of the first signal element scattered by
the ionosphere, the electron density, the electron and ion temperatures, the vertical
component of the plasma velocity, and the ion composition are measured for the
altitudes near the peak of the ionospheric F layer and in the upper ionosphere. The
height resolution for the first pulse element is about 120 km. Return signal from the
second pulse element allows to determine the altitude profile of the IS signal power at
the altitudes of 100 to 550 km with the height resolution of 20 km to correct the altitude
electron density profile. Polarization of both pulse elements is circular.
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Fig. 7 — Diagrams of sounding signal for three main modes of Kharkiv IS radar: @ — one-
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Processing techniques. Parameters of the ionospheric plasma for a number of
discrete heights are determined as follows [4, 22]. For each signal delay, which is
corresponding to height of the center of the scattering volume, ACFs of mixture of
signal and noise are estimated using a variety of realizations. IS signal ACFs are
calculated for several discrete delays as the difference between the measured
mixture of signal and noise ACFs and noise ACFs averaged using a number of
measurements at the end of scan where IS signal is negligible. Temperatures 7; and
T, are obtained using IS signal ACFs. Altitude N, profile normalized to the peak of
electron density is calculated using the obtained temperatures and the
signal-to-noise ratio. Absolute values of N, are determined by binding its
normalized profile to the maximum value measured by the ionosonde. The
ionospheric plasma velocity is determined using the measured IS signal ACFs
quadrature components.

IS radar data processing software was developed in the Institute of
Ionosphere. UPRISE (Unified Processing of the Results of Incoherent Scatter
Experiments) package based on optimal techniques of IS radar data analysis
includes programs for viewing the initial data, interference filtering, time
integration, altitudinal data correction and ionospheric plasma parameters
estimation [23].

Software development at the Institute is aimed to use of advanced networking
technologies and databases [24,25]. Thus, for example, a developed data
processing system works on a remote server and uses the database of the
radiophysical experiments. Its main task is to give information in text and graphics
form about the data presented in the database. Information about size and quality of
data is provided using a web interface to the system.

Some results of the ionosphere research. The research activity of the Institute of
Ionosphere includes a broad spectrum of research topics devoted to the mid-latitude
ionosphere. The observation of seasonal and diurnal variations in the electron
density, ion and electron temperatures, plasma drift velocity, and hydrogen ions
fraction during the winter and summer solstices, the vernal and autumnal
equinoxes in the altitude range 200—1000 km is carried out [26]. The model of the
mid-latitude ionosphere CERIM IION (Central Europe Regional Ionospheric Model)
was developed using the Kharkiv IS radar data obtained over a period of more than two
cycles of solar activity (from 1986 to 2011) [27]. Large variety of studies addressed
different types of ionospheric perturbations, the ionospheric plasma dynamics in
general [28, 29], and the wave disturbances in the ionosphere caused by the solar
terminator [30], by the launches of rockets [31], and by the effect of high power
HF radio transmission on the ionospheric plasma [32, 33]. The Institute also continues
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to study the response of the ionosphere to geomagnetic storms [34-36] and solar
eclipses [29, 37, 38]. A model of ion composition of the topside ionosphere over
Kharkiv is currently under development [39, 40].

As an example, the altitude-time variations of ionospheric parameters in the quiet
conditions (Fig. 8) and during magnetic storm (Fig. 9) are presented.

The scientific results are regularly presented at topical conferences, symposia
and seminars also at many international forums. The Institute of lonosphere
coordinates its activity with foreign scientific institutions that are actively involved
in ionospheric studies.
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Fig. 8 — Altitude and temporal variations of electron density (top panel), electron
(middle panel) and ion (bottom panel) temperatures for typical geophysical periods
according to the Kharkiv incoherent scatter radar data
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Fig. 9 — Temporal variations in z,F2 height (upper panel) on 3-7 August 2011
(solid line) and its relative deviation 8z, F2 (lower panel) (a), the variations in the vertical
component of the ionospheric plasma drift velocity V. at altitudes 198 and 253 km (b),
obtained by the IS Kharkiv radar, and distribution of geomagnetic index K,
(from http://www.swpc.noaa.gov/). The dashed line shows the temporal variations in z,F2
obtained by averaging data of 3, 4 and 7 August 2011 when conditions were magnetically quiet

Conclusions.
— Kharkiv incoherent scatter facility is a powerful tool for study of the
ionosphere. It is the only one in the middle latitudes of the Central European region

and it is used to study the longitude and latitude effects in the ionosphere together
with the similar foreign facilities.
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—Due to significant modernization of the IS facility, the development of
measurement techniques of ionospheric parameters, algorithms, and software for
processing of ionospheric data, we obtain reliable information about the state of the
ionosphere over Ukraine at a high level.

—The Institute of Ionosphere database of ionosphere parameters
(http://database.iion.org.ua/) is developed.

— Experimental researches of the ionospheric parameters variations in a wide
range of altitudes (100—-1000 km) over Ukraine (Central Europe) during over
3 solar activity periods were carried out with Kharkiv IS radar.

— Experimental and theoretical studies of the effects in geospace during a
number of geomagnetic storms of various intensity (from weak to very strong) and
solar eclipses were carried out.

— Study of the aperiodic and quasi-periodic disturbances in the ionosphere
during rocket launches and the ionosphere modification by high power HF radio
transmission far from the antenna beam pattern of the heater (at the distance of
about 1000 km) are carried out using the IS facility of the Institute of lonosphere.
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HaBemeHO CTPYKTypy, IapamMeTpd 1 peXHUMH pOOOTH pajapa HEKOrepEeHTHOTO PO3CIsHHS
Inctutyty ioHochepn (M. XapkiB). IlokazaHo Jeski pe3yJIbTaTH CIOCTepeXeHb ioHOochepn 3a
JIOTIOMOT OO IIHOT'0 00JIaTHAHHSL.

KurouoBi cioBa: pajap HEKOTepeHTHOTO PO3CISTHHs, 10HO30HJ, ioHOc(epHa obcepBaropis,
apaMeTpy i0HOC(EpH, METO HEKOT€PEHTHOTO PO3CISIHHS PajliOXBHIIb.

IIpencraBiieHsl CTPYKTypa, IMapaMeTphl ¥ PeXKUMBI PabOTHl pajapa HEKOTEPEHTHOI'O PAacCesHUs
WuctutyTta noHocdeps! (r. XappkoB). [Toka3aHbl HEKOTOpEIE Pe3yNIbTaThl HAOMIOAEHUH HOHOC(HEPE! C
TIOMOIITBIO 3TOTO 000PYTOBAHMS.

KiroueBble c10Ba: pajiap HEKOT€PEHTHOT'O PACCESHNUS, HOHO30H], HOHOChepHas obcepBaTopus,
apaMeTpsl HOHOC(EPBI, METOJl HEKOTePEHTHOTO PACCEsHUSI PaJHOBOIH
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SIMULTANEOUS DETERMINE OF DOPPLER SHIFT AND GROUP
DELAY TIME USING AMPLITUDE MODULATED CHIRP-SIGNAL

New method of the simultaneous measurement of the frequency dependencies of Doppler shift and group
delay time of separate ionosphere modes by means of amplitude modulated chirp signal is presented in this
paper. The algorithms of data processing are presented.

Keywords: ionosphere, chirp-sounder, phase, Doppler shift.

Formulation of the problem. LFM ionosonde powerful tool for monitoring
the state of the ionosphere. Recently chirp sensing capabilities expand [1]. One of
the main parameter of radio channel is differential Doppler shift between rays,
which effect to reliability and noise-immunity of radio systems work. References 0
shows method of simultaneous determine of dependences group delay time and
Doppler shift from radiation frequency of separately HF-signal propagation
separate modes by means periodical frequency-modulated wave. Large time
measuring on some frequency and large step of frequency are deficiencies of this
method.

Analysis of the literature. Method of simultaneous definition group delay
and Doppler shift of separate ionosphere modes, based on three-element
frequency-modulated wave described in reference 0. Usage of phase measuring
allow to reduce measuring time at same frequency channel, but measuring are
realized discrete at channels defined previously, using three time-displaced
signals with push-type parameters.

Reference 0 suggest way of simultaneous determine group delay and Doppler
shift for each mode, using two continuous frequency-modulated wave (FMCW),
but it’s straightforward realization require two identical transmitters and two
identical receivers.

Purpose of the article. This work describe methodic for realization of last
way, using single transmitter and single receivers. It is more useful than
straightforward realization.

Main equations. Let transmitter radiate continuous amplitude-modulated
FMCW, which is expressed in the following way:

ap(t) = ag explj (27 - fo (t —to )X expli(27 - [y (t —to) + 7 -df (t — 1 /)],
te [to,to +tK],

(1)
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where f,, is the modulate frequency; df = df/dt is the chirp frequency change

rate; fy is initial radiation frequency; a is the signal amplitude; ¢, is the time
of radiation start; fg is the radiation duration.
Amplitude-modulated signal may be represented as sum of two signals:

ay(£) = ag expljQa(fyy + fu Nt — 1) + 7 -df (¢ — 1 )]+

+ag exp[jQu(f = fy )t 1)+ 7 df (t =1 )], 1 €ltgut +1x]
Processing of accepted chirp signal in the receiver using compression
method in the frequency range is multiplication of chirp signal by the heterodyne
signal, complex-conjugated to the signal being radiated, and in analysis of the
accepted difference signal spectrum. For second term of (2):

a, (1) = ay exp[jQr(f = i)t = 1)+ m-df (t =1, ")), t €lty,ty+1]  following
mathematical ratios correspond to those operations:
4,(0) =ty (D" (1)

)

" 3
S,(Q) = [y ()e " dt, ®

where * is the sign of complex conjugation; A,(¢#) is the differential signal
corresponding to a,(t); S,(Q) is its spectrum; a,,,(¢) is the signal at the

output from ionosphere (at the input of the receiver).

To determine group delay time of separate ionosphere modes of propagation,
SW signal of differential frequency is divided into N elements being 7 long at a
distance between elements 7 and for each element Fourier transformation is
calculated. Since Afp =df -T; << f (f'is a current frequency), each element of

differential signal is referred to the central frequency of element Afy.

Accordingly, spectrum of the signal element also can be referred to this frequency.
In case of multi-beam non-stationary channel of propagation a transfer
function can be expressed in the following way:

H(a),t)z ‘H (a),t)( -exp jo(w,t) = Zm:|Hl- (a),t) -exp j ¢, (w,1), 4
i=1

where |Hl- (a),tj is modulus of the path transfer function for individual beam;

@;(w,t) is the path phase in ionosphere; m is the number of propagation modes.
The chirp element occupies a certain band of Afy =df -I; near the

frequency f;,. Considering the signal to be quasi-stationary for small scales of

time At=t-1t,, in the absence of frequency dispersion, we can expand the
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transfer function phase of the individual beam in the Taylor power
series Aw =27 - (f — f,) and At, having been restricted by linear summands, and

considering |H (o, t)| -as constant:
@, (@,1) = ¢;(wy,ty) + @, (@y,10)AL + @], (g, 1)) Aw;
|Hl- (w,t)' = |H0i| = const
The first phase derivative considering frequency equals to the group signal-
delay time 7 :

©)

P (@0310) = T;(@g3 1) (6)
The first phase derivate considering time equals the Doppler frequency shift:
@iy (05 tg) = =0y (g3 tg) = —27F (@3 ) (7

The absence of the frequency dispersion and quasi-stationary imply that
within frequency band of signal element during its length time values t;(w;?)

and F; (w;t) do not change, i.e.:
7 (w;t) = 7;(wy3t) = T; = const
and
Fy(w3t) = Fy(wysty) = Fyy = const .
When propagating in the ionosphere, T >> ;. In this case, from Eq. (3),
we obtain:

Ay (6) = ay” .| Hoslexpl iy (@) + 27(t = 1) for ], (8)
i=1

where
2
Wi(@0,10) = (@, 1) = To; * @ + 27 fyyTo; = 27y To; = 7 - df - 7o )
o =27(fu = Su )i Joi = dfToi + far = Faio
It can be seen from Eq. (8), a separate element of the differential signal in
the course of Tf is a section of harmonic fluctuation. In this case we can

obtain S, () in the following way:

$,(Q) = aozTEZ|H0i|eXP[j'//i (@9,29)]%
i=1

(10)

Q27 (dfry; — Fyio + )

2

x sin ¢( T:)

. sin x
wheresin c(x) = .
x
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Methodic of data treatment. Individual modes are distinguished according
to the procedures described in [6]. In element wise treatment of FMCW every k-th
element of differential signal corresponding to time ¢, we denoted as 4, (), and
every (k+1)-th element correspond to time 7, +7 we denoted as A (¢). Time
displacement of (k+1/)-th element from k-th element defined in the following (Yvﬁy

T = 2f M
df

In spectrum of differential signal for each propagation mode we can see two
spectrum components with difference of frequency 27, because signal has
amplitude modulation. The second spectrum component for i-th mode of 4-th
element of differential signal is defined as Sy; » (Q) and illustrated in Fig. 1a). It
corresponds to Eq. (10). The first spectrum component for i-th mode of (k+1)-th
element of differential signal is defined as Sy » (Q) and illustrated in Fig. 1b).

a0

| |
|5 5()]

]
m
I
]
a0
)

Amplitude, mY
[y ]
[}

ETRi)
N b

r
a1
I

a 1000 2000 3000
Frequency, Hz
Fig.1 Spectrums of differential signal elements: a) k-th element of 1 signal; b) (k+1)-th
element of signal

In equation of radiating signal first summand of Eq. (2) correspond to this
spectrum component. Subject to time displacement 7 this summand is:

a11,1(t):ao exp[j2a(f = fu )t —tg) = ful = fu T +

(12)
+x-df(t—ty ) +7-dfT?)], telty+T.ty+t, +T].

For differential signal of (k+1)-th element we obtained:
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2~ .
Sy =aq TEZ|H0i|eXP[J vi(@y,ty +T)]
i=1

(13)
x SiHC(Q _2”(df10£ F()iO - fM) TE)
where
W (@yty +T) = @@yt + T) =7, - 0y + 277y, — (14)

—2af, Ty — 7 -df -1, + 21 f,, T + 27 -TFy,.
We see that both expressions for spectrums Eq. (10) and Eq. (13) have same
amplitudes and different phases. Obviously phases differ on two summands.
Equation (14) contains terms 27Fy;,-T and 27 - f,,T, therefore for define of

Doppler shift we must change f;, and T so that product f,, -7 become an
integer number. For instance, if time displacement between signal elements T
equals 0.01 s and /i =500 Hz, then value of 27 - f,,T is 20 — whole number
of phase rotations.
If Ay; is difference between phases of spectral components Sy; 5(€2) and
Sp1i,1(€2) , then with condition of Eq. (7) we have:
Ay, =@ (wy,ty +T)—@;(wy, 1)) = 2mFy; - T (15)
There is necessity to change displacement 7  so that
. o 1
|Ay/l_|=|27zF(,i0T|e(O;7t). At the same time we have condition 7' G(O;m}.
0i0
Usually in case of ionospheric propagation for short waves Doppler shift satisfy
the condition Fy;y <l0Hz, hence we can change value of data treatment

displacement 7' < 0.05 s and amplitude modulation frequency 1000 Hz for good
visibility of spectral components.

Making such treatment, we obtain two sequences of complex spectral
samples for each element of differential signal.

If ¢z and @ are phases of spectral components for the k-th and the
(k+1)-th elements of differential signal, then Doppler shift for element of the

signal each i-th mode with central frequency fy, = fg + f -T (k—1/2) can be

defined in the following way:

 _ Prik ~ Prik 16
oik 27T . ( )
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Registering variations of position for maximums of modulus of differential
signal spectrum from element to element when operating frequency varies within
the range of from fy to fx, we get frequency dependency for group delay

74 (fox ). Computing on Eq. (16) values of F,; for each signal element, we
obtain frequency dependency for Doppler shift Fy;. = Fj; (for) -
To define group delay, amplitude spectrum Sy 5(€2) of differential signal

A;(t) 1is used. For instance, modules |S 2 (Q)| have maximums on
frequencies Q; 5 =27 (dfty; + for — Four) -
In conditions of ionospheric propagation Doppler shift F; far less than

productdf -7,;, therefore group delay for central frequency
Jor = fa+df -T(k—1/2) is:
o~ Q],z,a- =27 fuy
K 27 df
Thus we obtain frequency dependency group delay for separate modes.
Conclusion. This methodic permit make straight forward element wise
measurements of group delay time and Doppler shift by means phase values,
without great averaging in great time interval. This advantage gives facility for
Doppler-gram tracing with high temporal resolution. Methodic not requires many
technical consumptions and wants only one transmitter and one receiver.
Methodic usage in work of systems for FMCW radio sounding of ionosphere can
give resource for define frequency dependences Doppler shift and propagation
time of radio signal in ionospheric channel for whole decameter range. It will
refine possibility of chirp-sounder as estimations tool for non-stationary short-
wave channel.

(17)
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IlpencraBaeHO HOBMH  METOJ  OJHOYACHOTO  BUMIDIOBAHHS  YaCTOTHHX  3aJIOKHOCTEH
JIOMIUIEPIBCBKOTO 3CYBY 1 Yacy TpyHOBOI 3aTPHMKH OKPeMHX I0HOC(EpPHHX MOJ 3 BUKOPHCTaHHSIM
6e3nepepeHoro JIUM curHaiy 3 aMILTTYAHOK MOAyJsiiero. HaBeneHo mopsiiok 00poOKH JaHuX M 9ac
BUMIPIOBAaHHS.

KurouoBi cioBa: ionocdepa, JIJUM ioH030HA, (ha3a, HONIIEPIBCHKIN 3CYB.

IlpencraBieH HOBBII  METOJ  ONHOBPEMEHHOTO H3MEPEHMs] YACTOTHBIX 3aBHCHMOCTEH
JIOIZIEPOBCKOTO  CIIBHTa M BPEMEHU TIPYNIOBOH 3aJepXKKH OTJENBHBIX HOHOCHEPHBIX MOJ C
ncnonb3oBanueM HempepeiBHOro JIUM curHama ¢ ammmrtygHod Monmyiinmed. IlpuBeneH Hopsmok
00pabOoTKN JAHHBIX NIPH H3MEPEHHH.

Kuarouesble ciioBa: nonocdepa, ITYM nono3ou1, (hasza, TOMIICPOBCKHIA CABHT.
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THE F2-LAYER PARAMETER VARIATIONS DURING SPRING
EQUINOX 2013, ACCORDING TO THE KHARKIV AND EISCAT
INCOHERENT SCATTER RADARS DATA

The investigations of temporal variations of the electron density in the F2-layer maximum, ion and
electron temperatures in the mid-and high latitudes during the 2013 year spring equinox are conducted.
The features of the temporal variations of the parameters of the F2-layer in Kharkiv and Tromse during
the spring equinox are revealed. It was established that during the spring equinox changes amplitude
electron and ion temperatures in the ionosphere over Tromse less than the amplitude of temperature
changes of electrons and ions in the ionosphere over Kharkiv on the entire time interval of joint
observations from 07:00 to 24:00 UT.

Keywords: the spring equinox, the temporal variations of the parameters of the F2-layer in
middle and high latitudes.

Statement of the problem. The incoherent scatter (IS) radar in Kharkiv and
radar EISCAT Observatory’s radars form the European chain of IS radars , which
allows you to gain knowledge about the ionosphere structure at mid- and high
latitudes, as well as to create modern ionosphere and thermosphere models. The
comparative analysis of temporal variations of the electron concentration in the F2-
layer maximum, ion and electron temperatures in the mid- and high latitudes for
quiet period during different seasons allows improving the theory region F2 and
thermosphere. The creation of reliable theoretical ionosphere region F2 model for
middle and high latitudes, taking into account different heliogeophysical
conditions, is of interest both for the development of the theory of ionosphere, and
for solving applied tasks of radio waves.

The analysis of the literature. The F2 region research at different latitudes
are conducted by IS radars and other methods. The [1] presents the results of
studies of seasonal variations of maximum electron concentration of the F2-layer
(nemF2) and electron and ion temperatures in high and middle latitudes. It was
noted that in equinox season in Tromse not observed before-sunset high »,,F2,
which is observed in Kharkiv, and that after sunset in Tromse there is more rapid
decrease n,,F2 compared with decrease n,,F2 after sunset in Kharkiv. In [2], the
results of study temperatures of electrons and ions, as well as #,,F2 in Kharkiv and
Tromse during a strong magnetic storm on August 5 — 6, 2011 are presented. The
sharp monotonous decrease n,,F2 in Kharkiv and Tromse after beginning of the
magnetic storm and unusual intermittent night ionospheric plasma in Kharkiv to
daytime temperatures of electrons and ions there was observed. In [3] the
variations n,,,F2 with 13 stations vertical sounding located at different latitudes
were investigated. It was noted that during high solar activity (index Fo; was
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equal to 140) standard changes n.,F2 make up 20% at day and 33% at night.
Seasonal changes n,,F2, especially, the increase n,,F2 during the equinox were
marked. In [4], the results of the study temperatures of electrons and ions for
summer, winter and equinox seasons at different latitudes and at different levels of
solar activity are presented. It was noted that the daily values of electron
temperature exceeds its average night values in 2.8 — 4.6 times in the transition
from solar activity minimum to its maximum, and day values of ion
temperature — in 1.2 — 2.2 times.

The aim of the article — to reveal the specific features of temporal variations
of electron concentration in the F2-layer maximum, ion and electron temperatures
in the mid-and high latitudes during spring equinox at a moderate solar activity.

Heliogeophysical environment 14 and 20 March 2013. Measurements with
IS radars in Kharkiv and Tromse held March 19 — 22, 2013 (Kharkiv) and March
14, 2013 (Tromsg) in accordance with the International Geophysical Calendar.

On March 20, 2013 the index of solar activity Fj; mattered 108 (solar
activity was moderate). Planetary the daily index of geomagnetic activity 4, for
March 20 had a value of 9 and three-hour planetary K),-index matter not exceeding
3 (basically had value equal to 2, in the period of measurements from 07:00 to
24:00 UT), i.e. this period of time was absolutely quiet.

On March 14, planetary the daily index of geomagnetic activity 4, had a value
of 5, and three-hour planetary K},-index matter not exceeding 2 (generally equal to
1), i.e. this period of time was absolutely quiet. Index of solar activity Fo; had a
value of 123, i.e. solar activity was moderate.

Variations of electron concentration in the F2-layer maximum of March
14, 2013, according to Tromse radar data, and March 20, 2013, according to
Kharkiv radar data. The main interest in the study F2-region are temporal
variations of electron concentration n,, in the F2-layer maximum in the mid-and
high latitudes in different seasons. Fig.1 shows a comparison of the temporal
variations lgn,,,F2 on the time interval 07:00 to 24:00 UT according to Tromse and
Kharkov radar data in a quiet day 14 and 20 March 2013. As can be seen from
Fig. 1 the time course of Ign,,F2 for Kharkiv has two distinct local maximum at
08:00 and 13:00 UT, as the time course of lgn,,F2 for Tromsg with a local
maximum at 13:00 UT. In Tromse electron concentration in the maximum of the
F2-layer (n.,F2) monotonically decreases slowly after 13:00 to 17:00 UT, and after
17:00 UT is more rapid decrease of the electron concentration in the F2-layer
maximum is observed. In Kharkiv n,,F2 also monotonically decreases after 13:00
till 18:00 UT, and after 18:00 UT more quickly decreases, and the decrease n,,,F2
in Kharkiv slower compared to Tromsg.

The Fig. 1 shows the values of lgn,,F2 for Kharkiv exceed the values of
Ign,,,F2 for Tromse almost in the whole time interval joint observations from 08:00
to 24:00 UT. The value n,,F2 for Kharkiv at 08:00 UT exceeds the value n,,,F2 for
Tromse by 23%, and the value 7., F2 at 13:00 UT — by 3% (value n.,F2 in Kharkiv
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and Tromse almost the same). The value n,,,F2 for Kharkiv at 17:00 UT exceeds
the value n,,,F2 for Tromse by 29%, at 18:00 UT — by 91%, at 21:00 UT — by 79%,
and at 24:00 UT n,,,F2 in Kharkiv exceeds 7,,F2 in Tromse by 74%.

lgn,, F2
12,2 -

MARCH 2013

12,0 -

—=e— Tromso radar
10,8 | 0. Kharkiv radar

10.6 I I I I | | | | |
6 8 10 12 14 16 18 20 22 24 UT

Fig. 1 — Comparison of the temporal variations of Ign,,,,F2, according to Tromse radar
data for 14.03.2013 and Kharkiv radar data for 20.03.2013

In Kharkiv until sunset at an altitude of 300 km at 17:41 UT there is slow
monotonous decrease 7., F2, and after 18:00 UT there is faster descending n.,,F2.
In Tromsg there is slow monotonous decrease #,,,F2 from 13:00 to 17:00 UT, and
after sunset at 16:40 UT in Tromse there is more rapid decrease »,,,F2, moreover,
this reduction faster in comparison with the reduction n,,F2 after sunset in
Kharkiv. It should be noted that before-sunset highs 7,,F2 in Tromseg and Kharkiv
are not observed.

Thus, in the period of spring equinox n,,F2 in Kharkiv exceeds n,,F2 in
Tromse in the whole time interval joint observations from 08:00 to 24:00 UT.
Before-sunset highs #,,F2 in Tromse and Kharkiv are not observed. After sunset in
Tromse there is more rapid decrease n,,,F2 compared with decrease n,,F2 after
sunset in Kharkiv.

Electron temperature variations on March 14, 2013, according to Tromse
radar data, and March 20, 2013, according to Kharkiv radar data. Variations
of electron temperature 7, on March 14, 2013 at the height of 344 km in Tromse
and at a height of 342 km on March 20, 2013 in Kharkov are shown in Fig. 2.

From Fig. 2 you can see that the electron temperature 7, in Tromsg more
electron temperature in Kharkiv in the whole time interval joint observations from
07:00 to 24:00 UT. The temperature of electrons in Kharkiv, starting from 08:00
UT, gradually increases to its maximum value — 2120 K at 14:00 UT. After 14:00
UT with the sunset in magneto-conjugated with Kharkiv point (Madagascar island)
at 14:59 UT electron temperature is slowly reduced, and with the sunset in
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Kharkov 15:49 UT there is more rapid decrease T, to its minimum value 827 K that
it takes at 22:00 UT. The amplitude changes T,, i.e. the difference between the
maximum and minimum temperatures of electrons in Kharkiv is 1293 K.

T, K
2500 |- MARCH 2013
2000
1500
1000
—e— Tromso radar /=344 km O GO
0+ Kharkiv radar /=342 xm
500 I I I I I I I I I
6 8 10 12 14 16 18 20 22 24 UT

Fig. 2 — Comparison of temporal variations of T, according to Tromse radar data for
14.03.2013 and Kharkiv radar data for 20.03.2013

In Tromse electron temperature gradually increases to its first local maximum
2412 K at 10:00 UT, the second local maximum 7, — 2401 K is observed at 13:00
UT. After this, the electron temperature gradually increases to its maximum value
2448 K that it takes at 16:00 UT, and with the sunset at 16:40 UT T, quickly
reduced to its minimum 1246 K that it takes at 23:00 UT. The amplitude changes
T, in Tromsg is 1202 K, i.e. in Tromsg amplitude changes of electron temperature
on the time interval 07:00 — 24:00 UT 91 K less, than in Kharkiv.

The temperature of electrons in Tromse exceeds the temperature of electrons
in Kharkov: in the interval from 07:00 to 15:00 UT — 497 — 311 K, and in the
interval 16:00 —24:00 UT — 874 - 311 K.

Thus, in the period of spring equinox electron temperature in Tromse exceeds
the temperature of electrons in Kharkiv in the whole time interval joint
observations from 07:00 to 24:00 UT. The temperature of electrons in Kharkiv has
a pronounced maximum at 14:00 UT, with the sunset in magneto-conjugated with
Kharkiv point (Madagascar island) at 14:59 UT electron temperature is slowly
reduced, and with the sunset in Kharkov at 15:49 UT there is more rapid decrease
T, to its minimum value. In Tromsg rapid decrease of the electron temperature is
observed only after sunset in Tromse at 16:40 UT. In Tromse amplitude changes of
electron temperature on the time interval 07:00 — 24:00 UT 91 K less, than in
Kharkiv. This is because in Tromsg on the heights of 300 km and more 14.03.2013
the Sun never sets, and at these heights dominates the polar day.

Ion temperature variations on March 14, 2013, according to Tromse
radar data, and March 20, 2013, according to Kharkiv radar data. Variations
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of ion temperature 7; on March 14, 2013 at the height of 344 km in Tromse and at
a height of 342 km on March 20, 2013 in Kharkov are shown in Fig. 3.

MARCH 2013

1200 A

1000 A

800 1 | —e— Tromso radar 4 =344 km
+++0-++ Kharkiv radar /=342 xm

600

6 8 10 12 14 16 18 20 22 24 QT

Fig. 3 — Comparison of time course 7, according to Tromse radar data for 14.03.2013
and Kharkov radar data for 20.03.2013

The figure shows that the temperature of ions in Kharkiv more than the
temperature of ions in Tromsg on the time interval 07:00 — 15:00 UT, i.e. before
sunset in Kharkiv on 15:49 UT. After sunset in Kharkiv temperature of ions in
Tromse in the time interval 16:00 — 24:00 UT was higher than the temperature of
ions in Kharkiv.

The temperature of ions in Kharkiv, starting from 08:00 UT, gradually
increases to its maximum value — 1223 K at 15:00 UT. After 15:00 UT with the
sunset in Kharkiv temperature of ions monotonically decreases to its minimal value
827 K that it takes at 22:00 UT. The amplitude changes T}, i.e. the difference
between the maximum and minimum temperature of ions in Kharkiv is 396 K.

In Tromse ion temperature has two local maximum at 10:00 and 16:00 UT
and the local minimum at 13:00 UT. After 16:00 UT ion temperature slowly
decreases until 17:00 UT, and after sunset in Tromsg at 16:40 UT ion temperature
monotonically decreases to its minimal value 976 K that it takes at 24:00 UT. The
amplitude changes 7; in Tromsg is 208 K, i.e. by 1.9 times less than in Kharkiv.

The temperature of ions in Kharkiv was higher than the temperature of ions in
Tromsg in the interval 07:00 — 15:00 UT on 19 — 79 K, and the temperature of ions
in Tromsg in the interval 16:00 — 24:00 UT higher than the temperature of ions in
Kharkivon 17 - 167 K.

Thus, in the period of the spring equinox, the temperature of ions in Kharkov
higher than the temperature of ions in Tromse on the time interval 07:00 — 15:00
UT, i.e. before sunset in Kharkov at 15:49 UT, and after sunset in Kharkiv
temperature of ions in Tromse was higher than the temperature of ions in Kharkiv.
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After sunset in Kharkiv and Tromsg the temperature of ions in Kharkiv and
Tromsg monotonically decreases to their minimum values, moreover, the
decreasing of the temperature of ions in Kharkiv faster than descending 7; in
Tromse.

The amplitude changes 7; in Tromse in 1.9 times less than in Kharkiv. This is
because in Tromsg on the heights of 300 km and more 14.03.2013 the Sun never
sets, and at these heights dominates the polar day.

The conclusions. 1. During the spring equinox #.,F2 in Kharkiv exceeds
n.,F2 in Tromse in the whole time interval joint observations from 08:00 to
24:00 UT.

2. Before-sunset highs 7,,,F2 in Tromse and Kharkiv are not observed.

3. After sunset in Tromsg there is more rapid decrease n,,,F2 compared with
decrease n,,,F2 after sunset in Kharkiv.

4. During the spring equinox the temperature of electrons in ionosphere over
Tromse exceeds the temperature of electrons in ionosphere over Kharkiv in the
whole time interval joint observations from 07:00 to 24:00 UT.

5. During the spring equinox, the temperature of the ions in ionosphere over
Kharkiv higher than the temperature of ions in ionosphere over Tromse in the
whole time interval 07:00 to 15:00 UT, i.e. before sunset in Kharkiv at 15:49 UT.

6. After sunset in Kharkiv and Tromse the temperature of ions in ionosphere
over Kharkiv and Tromse monotonically decreases to their minimum values,
moreover, the decrease of the temperature of ions in the ionosphere over Kharkiv
faster than descending 7; in ionosphere over Tromsg.

7. The amplitude changes 7; in Tromsg in 1.9 times less than in Kharkiv. This
is because in Troms@ on the heights of 300 km and more 14.03.2013 the Sun never
sets, and at these heights dominates the polar day.
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ITpoBeneHo NOCIIPKEHHSI 9YaCOBUX Bapialliil eIeKTPOHHOI KOHIEHTpaIii B MakcuMyMi mapy F2, ionnoi
Ta eJIEKTPOHHOI TEMIIEPATyp B CEPEIHIX 1 BUCOKHX IIMPOTAaX B Hepiof BeCHSHOro piBHomeHHs 2013 p.
BusiBieHo ocobmuBocTi wacoBux Bapiamiii mapamerpiB mapy F2 B Xapkosi i Tpomceo B mepion
BECHSHOTO pPIBHOJEHHS. BCTaHOBIEHO, IO B IEpiOA BECHSHOIO DIBHOJEHHS AaMILITYAUM 3MiHU
TeMIIepaTyp eIeKTPOHIB i ioHiB B ioHocdepi Haxm TpoMcho MeHIIe, HiX aMIUITYJH 3MIHH TeMIIepaTyp
eNeKTpoHIB 1 ioHIB B ioHocdepi Ham XapkoBOM Ha BCHOMY 4YacOBOMY IHTEpBali CILIBHUX
cnocrepesxens 3 07:00 mo 24:00 UT.

KuiouoBi ciioBa: BecHsHe PIBHOJCHHS, 4acoBi Bapianii mapamerpiB mapy F2 B cepemmix i
BUCOKHX LIUPOTax.

IIpoBeneHs! Hccie0BaHNS BPEMEHHBIX BapHalMii JIEKTPOHHON KOHIIEHTPALUK B Makcumyme cios F2,
HOHHOW W 3JEKTPOHHOH TemrepaTyp B CpPEIHMX W BBICOKMX IIUPOTaX B IEPUOJ BECEHHETO
paBHoneHctBHsl 2013 T. BEIIBICHBI OCOOCHHOCTH BPEMEHHBIX Bapualuii HmapamerpoB ciosi F2 B
XapbkoBe U TpoMc€ B mepuoj BECEHHEr0 PaBHOJCHCTBUS. YCTaHOBJIEHO, YTO B HEPUO]] BECEHHETO
PaBHOJEHCTBUS aMIUIUTYIbl U3MEHEHUs] TeMIepaTyp JIEKTPOHOB M MOHOB B MoHOchepe Hax Tpomcé
MeHbIIIe, YeM aMILIHTYIBI H3MEHEHUs! TeMIIepaTyp JIeKTPOHOB U HOHOB B HOHOC(epe Hax XapbKOBOM
Ha BCEeM BPEMEHHOM HHTEpBaJie COBMECTHBIX Habmoaenuii ¢ 07:00 mo 24:00 UT.

KnioueBble c/10Ba: BECEHHEE PAaBHOAEHCTBUE, BPEMEHHbIE BapHaluu IapamerpoB cios F2 B
CpPEeIHUX U BBICOKHX MIMPOTAX.
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MEASUREMENT OF THE GEOMAGNETIC FIELD IN THE
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A new method for measuring the geomagnetic field in the ionosphere by the integrated use of vertical
sounding radar (ionosonde) and incoherent scatter radar, its capabilities and features of the technical
implementation, as well as the first results of an experimental test are considered.
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Introduction. Currently, measurements of the geomagnetic field (GMF) in
the ionosphere are realized at altitudes of flight of the Earth artificial satellites [1].
Currently, measurements of the geomagnetic field (GMF) in the ionosphere are
realized at altitudes of flight of the Earth artificial satellites [1]. At first, the
magnetic studies, which proved the presence of ionosphere sources, originative the
changes of the GMF, have been carried out by the third Soviet satellite in 1958 [2].

However, measurements of the GMF in the ionosphere by satellites have the
following weaknesses:

1. Area of the ionosphere near the ionospheric peak and below is practically
beyond the observation zone due to short life of satellites in the specified area. At
the same time, one can expect the greatest GMF variations associated with
ionospheric currents just in this area.

2. Continuous monitoring of GMF in a fixed region of space is impossible
due to the movement of satellites, making it difficult to study the temporal
variations in GMF.

3. Simultaneous and continuous measurement of the characteristics of the
ionosphere and magnetosphere in the area above IS radar is practically impossible.
This reduces the possibility of studying magnetosphere-ionosphere coupling.

Thus, the topical problem is to develop methods for measuring the GMF in
the region near the ionospheric peak and below.

To investigate the interaction of the magnetosphere and ionosphere, it is
desirable to carry out combined in time and space measurement of the
magnetosphere and ionosphere parameters.

Such measurements can be performed using the method developed at Institute
of Ionosphere [3] and described below.

© T.A. Skvortsov, L.Ya. Emelyanov, A.V. Fesun, D.P. Belozerov, 2014
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The method allows measuring the vertical component of intensity of the GMF
in region near the ionospheric peak under ionospheric observatory by the
integrated use of vertical sounding radar (ionosonde) and incoherent scatter (IS)
radar.

Purpose is to consider the possibility of measuring the geomagnetic field at
the dense ionosphere altitudes.

Method for measuring GMF in the ionosphere. The Faraday effect is used
to measure GMF by IS radar. The effect appears that, when the radio wave passes
through the magnetized ionospheric plasma from the radar up to a height 4 and
backwards, its polarization ellipse is rotated by an angle

(1) =k [ HON (I (1)
where k =0,0594+f,2, £, is operating frequency, N(k) is the electron density, and
H is the longitudinal component of the GMF intensity.

In accordance with (1) and the mean value theorem there is in a specified
height interval [A,, 4,] such height 4_, for which
h2
8(h,) = @, )~ () =kt (h, )| * N(k)dh. @
1

X

Thus, we have from (2):

olh,
H(o,)= kzsf 3
M= 3)
where
1=["F(n)dh @

F (h):%h) is normalized to the maximum height profile of the electron
M
density.

As seen from (3), if we measure the Faraday effect, the normalized profile
and maximum of the electron density, we can calculate the intensity of the GMF at
a certain height within a specified interval of heights.

For measuring the Faraday effect, transmitter radiates a signal with linear
polarization and we carry out reception of the left and right circular polarization
components. At the same time, optimal algorithm of estimate formation is of the
form [4]

. 1 Fan(B)= 700 (h)}
q) h :—al"ctg cls2 c2sl , (5)
(=7 {rslcz(h)+ ()
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where ., rast, Tele2, Fsiso are estimates of the cross correlations of the signal
quadrature components at the receiver outputs.

To determine the F(h) function using the IS radar, the signal power P(#),
electron 7,(h) and ion (k) temperatures are measured, and then we calculate and
normalize a function

N(h)=CP(h)n® 1+M : 6)
,(h)
where C is any constant. V,, is measured using ionosonde.
As it is necessary to radiate a long pulse with circular polarization for 7,(/)
and T, (k) measurement, we proposed to use the sound signal, consisting of the first

pulse with circular polarization and the second pulse with linear polarization [1].
The first pulse has long duration to ensure the accuracy of temperature
measurement, and the second pulse has short duration to ensure high correlation
between ordinary and extraordinary waves, as well as high resolution of IS signal
for power measurement.

Thus, we obtain the estimate

; 5(h,
)=
N, 1
Whereﬁ:H+sH,5=5+s5, N, =N, +&y, I =1+¢g,, €5, e e &y are

errors of measurement.
Estimation of the method accuracy. Assuming smallness of €5, €, €5 &y

) ()

measurement errors and under condition of absence of their cross-correlation, we
obtain on basis of (7) a formula for the relative variance of measurement error of
the longitudinal component of the GMF intensity at the height /4
Oy O Ok O
gy = - + — + — > (8)
H® & N 1
where cg, ci,,c% are variances of 8, N,,, and / measurement.

The error due to uncertainty of the height 4, can be significant in case of
strong GMF change within the altitude range A = h, —h, and high requirements to
accuracy of binding measured GMF intensity to the height.

If we represent a law of change in the GMF intensity within this altitude
range as Taylor series and confine oneself to linear approximation

H0)= Hy+y (-1 ©
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hy +h,

where H, — GMF intensity at the height 4, = , we obtain

2 2 2 2 2
Oy _O5 , Oy , OJ B

HY 82 NI 1P HP
1 hy
h =y, L=\ Flh)\h—hy)dh.
where By 1= [ (AN
The height profile of the electron density can be approximated by the function

(10)

F(h)~ Fh)+a(h—hy)+b(h—hy ) . (11)
Then
2
H?> 8> N 1> | HI12F(h)

We assume that the variance o3 = 264 (1-r) makes the main contribution

to the variance (12). Here G?D is the variance of the error of the parameter @, and
is the cross-correlation of errors for the heights /; and 4,, which depends on the
amplitude-frequency response of the receiver.

We can show that the Cramér—Rao bound for the variance Gg, under optimal
measurement algorithm (5) is defined by formula

2
l—p2+(l+lJ+ !
9 9 049>

oy = , (13)

where p is the coefficient of correlation between the ordinary and extraordinary
waves, M is the number of processed sounding cycles, ¢, and ¢, are the signal-to-

noise ratio at the receiver outputs. The values 6, =+/cg for the case of M=5800
(accumulation during a 15-min session) are presented in Table 1.

Table 1 — Standard deviation of error in measurement of the angle of the polarization ellipse
rotation

G=q=2 G =q=4 ¢1=q:=10 q1=¢q,=50
p=05 0.022 0.017 0.014 0.012
p=0.7 0.0165 0.012 0.009 0.007
p=0.9 0.0126 0.008 0.005 0.004
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Such potential accuracy allows expecting the fact that measurement errors in
intensity of GMF can be comparable with its disturbances during geomagnetic
storms.

Results of experimental test of the method. Some results of the first test of
the described method for measuring GMF are presented below. In this case, the
one channel of the transmitter and one of two orthogonal antenna dipoles were
used to emit linearly polarized waves. When sampling a signal, we used a step in
height A=4550 m. Because of the small step, the integral (4) for the i-interval of
heights was calculated by the formula

(k)= 0,5A[F (hy, )+ F(hy,)]. (14)

Parameter @ was determined according to the algorithm (5). The signal power
was determined for the echo signal from the short pulse by equalizing the receiver
gains, subtraction of the noise power from the signal plus noise power, accounting
gain of antenna switches with gas-filled dischargers for each segment of the radar
sweep, and summing the results.

Dependence of vertical component of intensity of GMF on a height, got at
watching 15 minutes presented on Fig. 1.

Hz(h), Alm a3
40,0

I
S LV/EEn iR
|
25,0 I h, km

180,00 230,00 280,00 330,00

Fig. 1 — Intensity of H.-component of geomagnetic field.
Local time in Kharkiv 13:20-13:36 (12.11.2012).

Curve 1 corresponds to the DGRF/IGRF Geomagnetic Field Model of [5],
and curves 2 and 3 got experimentally. Curve 2 got with the use of temperatures in
accordance with the model of IRI-2007 [6], and curve 3 — with the use of the
temperatures measured by IS radar. A stroke vertical marks the height of a
maximum of ionizing,
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Apparently, in area of high concentration (230-300 kilometers) the measured
values are near to the model.

It is of interest that the size of the measured intensity on the average a bit
increases with a height, unlike the DGRF/IGRF model. In principle, such effect
can be caused by the error of measuring of temperatures. A calculation was
therefore produced with the use of model of temperatures of IRI-2007, that
confirmed the effect of increase of vertical component of intensity with a height.
This fact requires additional research. However it is known that GMF in an
ionosphere can have noticeable local differences from the accepted models [1, 2].

Conclusion. Theoretical estimation and experimental test indicate that it is
possible to measure the vertical component of the GMF intensity in the ionosphere
by the proposed method with a relative root mean square error of a few percent.
We can further improve the accuracy of these measurements, in particular due to
the following:

— correction of errors due to errors in setting the polarization of the antenna;

— improving the signal-to-noise ratio by using two channels of the transmitter
for formation of the sound signal with linear polarization;

—use of the polarization modulation of the sound signal, which allows to
measure the electron and ion temperatures simultaneously with the signal
polarization (Faraday rotation measurement).

Finally, we can evaluate quality of the GMF measurement using IS radar and
ionosonde after optimization of equipment and measurement algorithms, and also
the analysis of experimental data with the use of a sufficiently large statistical
material.
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PaccMoTpeH HOBBIH CIIOCO0 N3MEPEeHNsI TeOMarHUTHOTO I0JISL B HOHOC(epe ITyTeM KOMITIEKCHOTO
UCIIOJIb30BAHUS pajjapa BEPTHUKAIBHOIO 30HAMPOBaHMS (MOHO30HJIA) W pajapa HEKOIepPEHTHOIO
paccesHHs, ero BO3MOXHOCTH H OCOOCHHOCTH TEXHHYECKOU pean3aliii, a TAKXKE IIePBhIe Pe3yIbTaThl
9KCIEPUMEHTAILHOTO HCIIBITAHUS.

KiioueBble ci10Ba: TEOMarHUTHOE IIoJe, HOHOCdepa, pagap HEKOIEPEHTHOIO PACCEsHHS,
HOHO30H],.

Po3riasiHyTO HOBHH CIOCIO BHMIpIOBAaHHS T€OMArHITHOrO IO B ioHOcdepi IUIIXOM
IHTErpalbHOr0 BUKOPHCTAaHHS pajapy BEPTUKAIBHOTO 30HAYBaHHA (IOHO30HAY) 1 panapy
HEKOTePEHTHOT0 PO3CIsHHS, HOro MOMIIMBOCTI i OCOONHMBOCTI TEXHIYHOI peaiizamii, a TAKOX IepIIi
pe3yIbTAaTH €KCIIEPUMEHTAIBHOTO BUIIPOOYBaHHSL.

Karo4oBi ci1oBa: reomarHitHe nose, ioHocdepa, pajiap HEKOrepeHTHOTO PO3CisHHS, I0HO30HI.
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AUTOMATIC DATA COLLECTION FOR INCOHERENT SCATTER
COMPLEX

The creation of the automated data collection system for incoherent scatter complex is justified. The
main part of the parameters influencing the control action was considered. The simplified
implementation of automated data collection system is presented.

Keywords: automated data acquisition system, the control action, incoherent scatter radar, the
program product.

Introduction. Changing settings on the radar systems of the Institute of the
ionosphere will improve the information content of the data. Manage settings
apparatus research observatory Institute ionosphere that affect the emission and
reception mode, it is advisable to carry out, with the help of the control action. The
control action is a requirement, which contains information about the required
parameters of receiving and transmitting equipment and instruments, performing
primary data processing.

Purpose of forming automation control action — more efficient use of the
potential of the complex IS:

1. Providing operator relevant data for decision making.
2. Acceleration of certain operations to collect and process data.
3. Reducing the number of decisions on the measurement mode and the
increased scrutiny.
4. Improving management efficiency.
5. Increasing the validity of decisions
On the formation of the content control action affects a large number of
elements, differing in composition, characteristics, number of states, properties,
significance, etc. In the process of analyzing the composition of the system,
defining the control action, it was decided to divide the members into groups:
- Geophysical (current state of the ionosphere, the processes in the Sun);
- Technical (the technical condition of the complex Ionosonde);
- Geographic (geographical location of the radar);
- Information (set value and the study parameters, altitude range, temporal
resolution);
- External (measured as part of an international network of radars HP);
- Energy (energy availability).
Automating the process of formation of the control action involves the need to
describe the system model. A simplified model of the system is presented below

(Fig. 1).

© S.S. Kozlov, 2014
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Fig. 1 — Simplified model of the automation system control action.

To resolve discrepancies between the degree of automation of complex IS to
manage its energy resources, control and operation of the technical condition and
degree of automation of process control information, a special operations support
software of the automated data collection system.

Developed software written in HTML with the exception of under-and
JavaScript library jQuery script itself. The client program is able to provide real-
time information obtained from various sources, connect to the database of the
Institute of Ionosphere and other research agencies. This software system is
automatically gathering information. The software provides the operator with easy
access to information, allows you to search values on the specified criteria, warns
of excessive parameters thresholds, etc. Managing the measurements can be carried
out at the request of the operator or to be automated in accordance with the output
generated.

When designing a system was chosen programming language HTML, the
body of which is connected script, which in turn is required for the program as
script performs the basic function graph display an HTML page, the data output
from the array with the definition of the maximum and minimum values of the
subsequent construction schedules . Java script loosely connected to the body and
the program runs without errors. Errors should be avoided, because this can cause
erroneous results and conclusions of the program. When reading a web browser
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page, the browser first tag finds <script>, executes its contents, and then continues
reading the program code.

Data output from the array in graphical form is carried out through
information from different websites and web-services.

To convert a given array and display it on a Web page, a table was used
connect the special function: function array2table ($ array, $ recursive = false, $
return = false, $ null = "), this function works with amounts of data, and outputs
the result as a table on the html page. After the conclusion of the data is the
possibility of their graphical representation of how the value of time.

Input parameters:

array $ array - array output

bool $ recursive - recursively nested arrays

bool $ return - displays the result on the screen (echo) or returns a string
string $ null - a string that is substituted for the empty cells.

Body of the function:

<?

function array2table (3 array, $ recursive = false, $ return = false, $ null ="

/ / Check the input data
if (empty (8 array) | |! is_array (3 array)) {
return false;

!

;'f(./ isset ($ array [0]) | |! is_array (8 array [0])) {
8 array = array ($ array);
)

J

/ / Start the table

$ table = "<table> \n";

/ / The table headings

$ table. = "\t <tr>";
foreach (array keys (8 array [0]) as $ heading) {

$ table. = '<th>'". $ heading. '</ th>";

18 table. = "</tr>\n";

foreach ($ array as $ row) {

$ table. = "\t <tr>"; foreach ($ row as $ cell)

{

$ table. = '<td>";

if (is_object ($ cell)) {$ cell = (array) $ cell;}

if ($ recursive === true && is_array ($ cell) &&! empty ($ cell)) {
// Recursion

8 table. = "\ n". array2table (8 cell, true, true). "\ n";
} Else {

$ table. = (strlen ($ cell)> 0)?

htmlispecialchars ((string) $ cell): $ null;

)

J
$ table. = '</td>";
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/

$ table. = "</ tr>\n"

/

// End

$ table. = '</ table>";

// Output

if ($ return === false) {

echo § table;

/

Else {

return § table;

/

7>

The function is written in php, which in turn can be connected to the html code
using javascript. Javascript to connect php function is basically the program code.

Conclusions. The automation of the control action will facilitate the collection
of information necessary to select the operating mode of the complex, more
economical use of energy, improve information content of the data.
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OO0OCHOBaHO CO3[JaHHE aBTOMATU3HPOBAHHOH CHCTeMBI cOopa HMH(OpPMAamUH M1 KOMILIEKca
HEKOT€PEHTHOT 0 paccesHus. PaccMOTpeH OCHOBHOM COCTaB MapaMeTpoB, BIUSIOMMN Ha yHpaBIsIIOlIee
BosmeiictBue. IlpencraBneHa ympolnéHHass peaiu3alusi aBTOMAaTH3UPOBAHHOH CHCTEMBI cOopa
nHMOpMAIHH.

KiioueBble cjI0Ba: aBTOMAaTHU3HPOBaHHAs cHcTeMa cOopa MH(OpPMAaNnH, YHpaBILIIONIee
BO3ZIEHCTBHE, pafiap HEKOTePEHTHOTO PACCEsSHUS, IPOrPaMMHBIN ITPOIYKT.
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OOIpYHTOBaHO CTBOPECHHSI ABTOMATH30BaHOI cHcTeMH 300py iHdopMmamil s KOMIUIEKCY
HEKOTepPEeHTHOr0 PO3CisiHHs. PO3IIISIHYTO OCHOBHHM CKJAJ NapamMeTpiB, L0 BIUIMBAE HAa KEPYHOUMii
BruB. [IpecraBiieHa crpoleHa peali3allis aBTOMaTH30BaHOI cucTeMu 300py iH(popMariii.

KiouoBi cioBa: aBTOMaTH30BaHa cucreMa 300py iH(opMamii, Kepyrodwii BIUIUB, pajxap
HEKOTepEeHTHOT'0 PO3CIsIHHS, MPOrPaMHHI POYKT.
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TECHNOLOGY AND EQUIPMENT FOR FAST OIL AND
ADSORBENT REGENERATION WITH APPLICATION OF HIGH-
POWER HF ELECTROMAGNETIC FIELD

The method of adsorbent drying by electromagnetic field is presented. Technology and equipment for
fast oil and adsorbent regeneration with application of high-power HF electromagnetic field are shown.
Key words: adsorbent, regeneration, UF electromagnetic field.

Introduction. It is well-known, that one of the most critical problems in hi-
power transformers usage is connected to quality of transformers oil. During the
transformer operation oil absorbs atmospheric moisture and its dielectric strength
decreases. To reduce the water content in the oil it is pumped through the tank
containing the adsorbent such as zeolite or silica gel. Adsorbent, which had lost
sorption capacity, can be restored by removing the moisture via heating. The
treatment of the adsorbent can be produced by its calcinations on metal sheets or
heating in sealed containers at reduced pressure by heating coils. Using the first
method leads to destruction of the adsorbent during its transfer from the adsorber
and back. Disadvantages of the second method are: adsorbent carbonization near
heating coils due to overheating and lack of adsorbent drying in the area away from
heaters. This is a due to low thermal conductivity of the adsorbent. To eliminate
the shortcomings of the second method authors propose a technique of heating and
regeneration of the adsorbent by using the HF powerful electromagnetic field.

The aim of the article is observe briefly the method of adsorbent drying by
electromagnetic field.

Description of technology. To accelerate the regeneration of the adsorbent
we use drying at reduced pressure. Another advantage of this method is application
of a cartridge for oil regeneration “adsorber”) as drying capacity. Application of
the universal cartridge allows reducing the loss of adsorbent during operations of
loading and unloading. Proposed cartridge (1), on figure 1, is a coaxial resonator.
To enhance the distribution of the electromagnetic field, the center conductor (2) of
the resonator is equipped with four bedded ribs (3). With such a construction the
field distribution and, consequently heating of the substance becomes more
uniform. Gates 7, 8 and 9 are used for the feeding and pumping of the oil in the
cleaning oil mode of operation. In the adsorbent regeneration mode the vacuum
pump has connected to those gates. Gates 10—12 are used for the emergency
thermal control sensors connection. Mesh (4) prevents the adsorbent particles
ingress into vacuum and oil pumps. Block (13) serves for matching of the output
impedance of the generator to the input characteristic impedance of the cartridge.

© S.I. Rymar, 2014
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Fig. 1 — Universal regeneration cartridge
1 — external tube, 2 — center conductor, 3 — ribs for redistribution the electromagnetic field,

4 — filtering mesh, 5 — insulator, 6 — flange , 7-9 — oil and air gates, 10-12 — thermometer
gates, 13 — device for electric matching, 14 — gate for UHF energy.

Modeling. To produce a uniform power distribution field modeling was
carried out in specialized software.

Three were considered the embodiment: Non-ribbed (coaxial) resonator — the
simplest variant; 4-ribbed resonator — best RMS power distribution; 8-ribbed
resonator.

On fig. 3 can see the CAD model of this resonator. The shape of ribs allows
matching an impedance of the resonator with the output resistance of the power
generator.

Equipment for regeneration of transformer oil works on the two-cartridges
scheme: one cartridge is used for transformer oil regeneration, second - for
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adsorbent regeneration. After the regeneration of the adsorbent in the second
cartridge, it replaces the first one in the scheme of recovery of the transformer oil.

Fig. 2 — RMS power distribution in the different types of cartridges

Fig. 3 — Cartridge for adsorbent regeneration

Industrial equipment. The construction of the universal cartridge presented
on Fig. 1. Fig. 4 shows the outward of the device.
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Fig. 4 — Industrial equipment for regeneration of transformer oil

Conclusion. The sorbent regeneration by proposed technique can increase the
initial sorption capacity, prolong the life of sorbent, decrease a regeneration time
and decrease the total energy consumption. Application of the presented
technology and equipment allows to

- Increase the initial sorption capacity of the new zeolite in 15-20%

- Increase the number of cycles of zeolite usage from 3-4 to 8-10 (in
comparison to the method of drying by heating coils).

- Decrease the time of regeneration from 15-16h to 7-8h (in comparison to the
method of drying by heating coils).
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IpencraBieH cnocod CymKH aJcopOeHTa 3JIEKTPOMArHUTHBIM T0JieM. [10Ka3aHbl TEXHOJIOTHS U
obopynoBaHue Juiss OBICTPOIl pereHepanuu HedTH W ajncopOeHTa C MpPUMEHEHHEM MOHHbIX BY
2JIEKTPOMATHUTHBIX MOJISH.

KaroueBble ciioBa: copOeHT, pereHepaiiust, BU ajiekTpoMarHuTHOE mojie.

IpencraBienuii crnocib CymnHHs afcopOeHTY eIeKTPOMarHiTHUM HoieM. [1oka3aHo TeXHOIOrio
Ta oONmamHaHHS JUIl MBUAKOI pereHepanii HapTH i amcopOeHTy i3 3aCTOCYBaHHSAM IOTYXHHX BU
€IIEKTPOMATHITHHX IOJIB.

KuiouoBi ci1oBa: copOenr, perenepariis, BU enekrpomaruitHe mome.
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SEASONAL ANOMALY IN VARIATIONS OF GLOBAL
DISTRIBUTIONS OF F2-LAYER ELECTRON DENSITY
ACCORDING TO CCIR MODEL

There are presented the global distributions of electron density n.,..F2 and height £,,,,F2 of the main
maximum of ionosphere. There are analyzed the basic regularities of longitude-latitudinal variations of
these parameters in the northern and southern hemispheres. The main attention is given to the effect of
seasonal anomaly. It is shown that, according to calculations by the CCIR model seasonal anomaly
appears at latitudes between 15 and 60 degrees N. approximately from 9 to 12 hours of local time. In the
southern hemisphere the seasonal anomaly is not observed.

Keywords: CCIR model, IRI, NeQuick model, global distribution of ionospheric parameters,
geographical anomaly, seasonal anomaly, December anomaly, semiannual anomaly, Visual Fortran.

Statement of the problem. CCIR model of the distribution of electron
density and height of F2-layer is constructed according to the data of the global
network of vertical sounding stations. It is the basic empirical model of main
maximum parameters of the quiet ionosphere. CCIR model allows to make daily
calculations during various seasons at different levels of solar activity. The analysis
of seasonal variations of F2-layer parameters according to CCIR model is
important for confirmation of the results of theoretical simulation of quiet
ionosphere parameters (electron density, transport plasma velocity, ion and
electron temperatures) and comparisons with the incoherent scatter data. The main
goal of this research is to construct global distribution of the main maximum
parameters of the ionospheric plasma and to identify manifestations of seasonal
anomalies and other features of the F2-layer morphology in longitude-latitudinal
distributions of the northern and southern hemispheres.

The review of known anomalies of F2-layer morphology. F2-region
(= 210-500 km) is the most difficult ionosphere area from the point of view of
morphology of daily and seasonal variations of electron density altitude profile.
The major ions in this region are the atomic nitrogen N* and atomic oxygen O"
with a strong predominance of oxygen ions. Although the ion composition of F2-
region is not complex, the electron density and height of layer F2 vary with
complexity. It is a result of the dynamic processes peculiar to this area. Dynamic
processes are determined by ambipolar diffusion and motion of ions and electrons
in the magnetic and electric fields in the environment of horizontally moving
neutral particles.

The behavior of F2-layer isn’t described even in the first approximation by
the theory of the Chapman layer. The regularities of F2-layer morphology which

© S.V. Grinchenko, 2014
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don’t keep within simple relations of Sun arrangement in the dome of the sky and
values of maximum electron density and height of the F2-layer in the framework of
Chapman theory are conventionally called “anomalies”. The variations in the
course of any year or day, changes with latitude are anomalous too.

The daily course of the electron density at F2-layer maximum is called
anomalous, since diurnal variations can have one or two minima and one or two
maxima, and the main maximum can be shifted relative to the noontime for a few
hours (daily anomaly).

Geographical anomaly is manifested in the fact that the electron density
maximum throughout the year shifts to the north of the geographic equator.
Geographic anomaly is observed not only in the vernal and autumnal equinoxes,
and even in the winter solstice.

It is accepted to understand the phenomenon of excess of winter day values of
electron density n, ,,,,F2 in maximum of layer over the summer ones as seasonal
anomaly of F2-layer. The extent of this excess, as well as the behavior of other
layer parameters — maximum height 4,,,,F2, the upper and lower semithicknesses
of the layer — are various for different geographic coordinates and levels of solar
activity.

December anomaly is that in the range of the northern mid-latitudes to the
southern mid-latitudes day values of electron density 7, ,,,.F2 are anomalously high
in November, December and January. December anomaly strengthens seasonal one
at northern mid-latitudes.

Also it is possible to note semiannual anomaly: during equinox periods day
values of electron density are comparable with winter values (and hence exceed
summer values).

General information about CCIR model. The full name of this model —
CCIR f;F2 and M(3000)F2 Model Maps 1982. Abbreviation CCIR is the reduced
name of the International Radio Consultative Committee. The International Radio
Consultative Committee was established in 1927. In 1992 the CCIR has been
converted into  Radiocommunication  Sector of the International
Telecommunication Union. The International Telecommunication Union (ITU) is a
specialized agency of the United Nations Organization on information and
communication technologies. The ITU Radiocommunication Sector (ITU-R)
publishes regulations, recommendations, reports and handbooks compiled by
research groups on a radio communication. In the ITU-R documents CCIR model
is recommended for calculation of parameters of the F2-layer at modelling of radio
pathes [10].

CCIR model contains a set of coefficients fyF2 and M(3000)F2, allowing to
calculate the ionospheric F2-layer parameters. Both parameters foF2 and
M(3000)F2 are read from ionograms.

Propagation factor M(3000)F2=MUF(3000)/foF2. MUF(3000) is a maximum
usable frequency, reflected from the F2 layer with a height of 3000 km.
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The CCIR maps are received by the average values of a worldwide network
of ionosondes. Mathematical bases of numerical methods used in the description of
daily and geographic variations of these parameters are described in the papers by
William B. Jones [1, 2]. At first, the data set of each station is represented by time
Fourier series (in Universal Time). For according to the geographical latitude and
longitude each Fourier coefficient is represented as a decomposition using
Legendre functions. Series coefficients are calculated for the high and low solar
activity. For intermediate levels of solar activity linear interpolation is used.

Database CCIR, currently known as a database ITU-R [10], consists of 12
files (on one for each month of the year). Files contains the coefficients needed to
describe the time and geographical variations of the values M(3000)F2 and fyF2.
Each file contains: 1) 882 coefficients for M(3000)F2 (441 — for solar activity at
Wolf number W=0 and 441 — for solar activity at W=100; 2) 1976 coefficients for
foF2 (988 — for W=0 and 988 — for W=100). Thus, the whole CCIR model consists
of (441+988)-2-12=34,296 coefficients.

Critical frequency of the electromagnetic wave reflected from the layer of

2
e max

electron density f02 = . From here the maximum of electron density in

e

nm,

layer expresses as n = i 2
Y p emax — 62 0 -

Considering, that m, = 9.1095-1072® g, e= 4.8034-107'° abstat unit, we

—28
receive Tmzie . 9'1095 10 = =1.2404~10‘8%.
e (4.8034) -107 (absmt zmit)
If critical frequency f; is measured in MHz, and electron density

concentration — in sm”, then n,,,, =1.2404-107°-10"- f =1.2404-10%- /1,
=1g1.2404+4+2-1g f, =4.0936+2-1g f,. The square of critical

lgn

emax

107
"N max
1.2404

There are constantly improving techniques that allow on the critical frequency
and fyF2 propagation constant M(3000)F2 to calculate the height 4, F2 of the
layer maximum F2 [3, 4, 5].

Comparisons of the planetary distributions of F2-layer parameters calculated
from the empirical CCIR model and from theoretical calculations have shown a
consistency of the general character of longitude-latitudinal variations [6, 7].

In spite of the continuously improvement of coefficient arrays with using of
new ionospheric data [8, 9, 10], the same coefficient arrays of version 1982 are

frequency f;? = =8.0619-107 -n

emax *
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applied in NeQuick model and in all versions of IRI model (from IRI-1990 to IRI-
2011) presented on the Internet for free using.

Formulas of planetary distribution of f;F2, M(3000)F2. To describe the
global distribution of time dependences of ionospheric characteristics foF2,
M(3000)F2 in CCIR model [10] it is used the time series Fourier which
coefficients are expanded in spherical Legendre functions:

6
(0,1, T) = ag (@, 1)+ [a;(0,1)cos (iT) + b; (o, 1)sin(iT)],
i=1
where Q — ionospheric characteristics f,F2, M(3000)F2; ¢ — geographic latitude (-
90°< ¢ <90°); A — geographic longitude (0°< A <360°); 7 — Coordinated Universal
Time (UTC), presented in the form of an angle (0°< 7' <360°).
Expansion coefficients in the Fourier series on variable 7 are represented as:

75 _
al'((pﬂ}\'): ZU2i,ka((p3}\') (i2036)5
k=0

75 _
bi ((pﬂ }\'): ZUzifl,ka( 3}\') (l = 136)5
k=0

where Gi(p,A) — spherical Legendre functions.
Thus, the numerical mapping function that describes the global distribution of
ionospheric characteristics fF2, M(3000)F2, can be written as:

75
Q((PakaT): ZUo,ka( ,7»)+

=0
6 75 75

3] cosliT)3 UG (1) 7)Y U146 ,x)}.
i=1 k=0 k=0

Since CCIR files contain values fyF2, M(3000)F2 for two levels of solar
activity, characterized by Wolf indices W=0 and W=100, the series expansion is
carried out twice.

Remarks on the relationship of local time LT and Coordinated Universal
Time UTC, used in the CCIR model. At the simulation of ionospheric processes
it is convenient to use time directly connected with Sun hour angle #. For the zenith
angle z, which determines the intensity of the ionizing radiation of the Sun, we
have the formula: cosz =sin@-sind+cos@-cosd-cost, where ¢ — latitude of

the observation point, 8 — declination of the Sun. The hour corner of the Sun

t= 15°(LT— LTO), where LT — local time; at the moment of LT, the Sun is in

upper culmination point, crossing the meridian of the observation point. Since the
local time is determined by the Sun position, it is also called solar time.

Because of the Earth’s orbit ellipticity the linear velocity of movement and
the angular velocity of rotation of the Earth around the Sun varies throughout the
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year. The Earth moves most slowly on its orbit, while it is at aphelion — the farthest
point from the Sun, and most fast — while at perihelion. This is the significant
cause of change in the duration of solar day during a year.

At apparent local time LT=12.00 the Sun is in the top culmination point.
Since the duration of a day varies throughout a year, the researches use the mean
solar day, tied to the so-called average Sun — a conditional point moving in regular
intervals along the celestial equator (instead of on ecliptic, as the real Sun) and
coinciding with the center of the Sun at the vernal equinox. There is a system of
readout of average local time. Average local time of the upper culmination varies
during a year approximately from 11 h 45 min to 12 h 15 min.

Further we will use the average local time, calling it for shot as local time.
The local time (so we have agreed to call the average local time) of Greenwich
meridian is Greenwich Mean Time (GTM).

There are various versions of universal time based on the rotation of the Earth
relative to distant celestial objects (stars and quasars). The universal time UT1 is a
basic version of a universal time. UT1 is calculated proportional to the angle of
rotation of the Earth relative to the International Celestial Reference System
(ICRS). The Coordinated Universal Time (UTC) is a time scale approximating
UT1. UTC goes synchronously with the International Atomic Time (TAI).

Usually a UTC day consist 86,400 SI seconds. However for maintenance of
divergence UTC and UT1 no more than 0.9 seconds with necessary of June, 30th
or on December, 31st an additional second of coordination is added or subtracted.
Besides the listed versions of universal time there are also others: UT0, UTIR,
UT2, UT2R.

For ionospheric simulation differences between varioust versions of
Universal Time and Greenwich Mean Time are insignificant. Therefore the local
time on the zero meridian is assumed to be equal to a “certain” universal time. And
as a universal time for ionospheric calculations it is possible to take any version of
Universal Time.

The review of empirical models of altitude profiles of ionospheric
parameters using CCIR model for calculation of F2-layer parameters. There
are widely known the empirical model of ionosphere IRI (Fortran codes of various
versions are on the NASA site), the European empirical model NeQuick (Fortran
code can be found in the section of the free software of site ITU-R), the empirical
model SPIM (Standard Ionosphere and Plasmasphere Model), codes various
versions of which are available for public using on the IZMIRAN site. All of these
programs to calculate electron density and height of the F2 maximum use CCIR
model.

For using CCIR model in NeQuick it is necessary to input geographical
longitude and latitude, number of month, Covington index F)o; and universal time.
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For using CCIR model in IRI instead of a number of month it is necessary to
input the concrete date (number and month) or corresponding number of day in a
year. The IRI model has an interpolating dependence of monthly calculations,
allowing to set not only a number of month, but also a number of day of the
concrete month. The activity index Fi,; is replaced by Wolf number W. These
indexes are connected by the certain known dependence and easily recalculated
into each other.

For values W < 150 and F7 < 192.975 the IRI model uses the following
ratio: Fy, =63.75+ W -(0.728 +0.00089 -7 ).

And so, 0.00089-W?*+0.728-W —(F,, - 63.75)=0,

W =33.5201-[F,, +85.122 —408.989 =

=167271.8+1123.596 - (F; ; — 63.75) — 408.989.

Value of W= 11 corresponds to Fyy; = 71.87. Value Fyy7; = 70 corresponds to
W= 8.50, and the value of Fy; = 100 corresponds to W = 47.08.

The global longitude-latitudinal variations of electron density and height
of the F2-layer maximum. To research the behavior of the maximum electron
density n, ., F2 and height #,,,,F2 we’ll build the longitude-latitudinal distribution
of these values along the northern and southern hemispheres. Calculation of the
electron density and height of the F2 layer are carried by CCIR model.

Figures 1-9 show the distributions of the decimal logarithm of electron
density at the F2-layer maximum, measured in cm™. For the better perception of
figures on schematic maps of hemispheres contours of continents and large islands
are plotted. There are marked latitudes in 30 and 60 degrees and longitudes from 0
to 360 degrees with the step of 30 degrees.

To the each global distribution there corresponds some value of universal
time UT. For example, at UT=0 local time LT for zero longitude equals O too.
Through every 30 degrees for each of the 12 plotted longitudes there added 2 hours
of local time.

On the northern hemispheres the point designates the location of the Kharkov
Incoherent Scatter Radar. When universal time is 12 hours, at the Radar there is a
little more than 14 hours of local time.

The presented figures are executed by programming in Visual Fortran
language.

Before to analyze the manifestations of seasonal anomaly on the global
distributions of electron density, there is of interest to dwell on an asymmetry of
electron density distribution about rotation axis (i.e. the axis passing through the
geographical poles).

Figures 1 and 2 show the lg n, ., F2 December distributions in Covington
index 71.87, and UT =0, 12 respectively.
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The axial asymmetry is the result of a mismatch of the Earth magnetic field
poles with the geographic ones. Difference in geometry of the magnetic field lines
relative to the geographical meridians, for example, in the North American and the
European regions, leads to some quantitative differences of electron density
variations. At a generality of physics of a middle-latitude ionosphere the
ionosphere morphology in these regions has quantitative differences.

In both figures at middle latitudes there are well visible regions of the
lowered 7., F2 values in the morning and evening hours, corresponding to
minima in the winter daily course. Around 12-14 hours of local time in both
figures there is observed the maximum of F2-layer electron density.

The global distribution of F2-layer seasonal anomaly. The seasonal
anomaly of electron density is illustrated in figure 2 and 3. The December
distribution is characterized by high-amplitude variations of the electron density. If
at night electron density in December is less, than in June, then at the mid-latitudes
December daily values of electron density there are more than June ones. In winter
at mid-latitudes daytime electron density at the F2-layer maximum is greater than
the summer values. The effect of seasonal anomalies is observed, as seen from the
figures, in the period 12-14 LT in the latitude range about from 15° to 60° N.

— 6.16

4.28

Fig. 1 — The December Ig n, ,,,,F2 distribution for northern hemisphere (UT = 00).
The minimum value of 1g 7, ,,,.F2 equals 4.31, maximum — 6.13.
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6.16

LT=02

180°

4.28

Fig. 2 — The December lg #, ,,,,F2 distribution for northern hemisphere (UT=12).
The minimum value of Ig n, ,,,.F2 equals 4.28, maximum — 6.16.

6.16

4.28

Fig. 3 — The June lg n, ., F2 distribution for northern hemisphere (UT=12).
The minimum value of Ig n, ,,,.F2 equals 4.79, maximum — 6.07.
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The sharper changes of electron density of the main maximum are observed
during winter time in comparison with summer time. This is also true for the
southern hemisphere in the conditions of local winter and local summer.

In southern hemisphere (fig. 4, 5) the phenomenon of seasonal anomaly is
absent. In the southern hemisphere there is excess of electron density during the
local summer over the winter ones in almost all latitudes and longitudes.

Naturally, in June the electron density values of the northern hemisphere is
greater than values in the southern hemisphere. In December in the southern
hemisphere it is so-called local summer, and the electron density values of the
southern hemisphere is greater than values of the northern hemisphere.

Morphology of F2 maximum height. In northern hemisphere (fig. 6, 7) the
summer values of F2-layer height are greater than the winter ones except for some
equatorial regions. Calculations on CCIR model were made at Fo, = 71.87.

The sharper changes of height of F2 maximum are observed in winter time in
comparison with summer time. For local winter and local summer of the southern
hemisphere this is also true.

In southern hemisphere (fig. 8, 9) the height of layer F2 in the conditions of
local summer is more than values of this height in the conditions of local winter
practically at all values of co-ordinates.

In the southern hemisphere (fig. 8,9), the height of the F2 layer in the
conditions of local summer is greater than the height at the local winter conditions
practically at all coordinates.

Quite naturally, in June the F2-layer height in the northern hemisphere is
greater than the height in the southern hemisphere. In December in the southern
hemisphere in the conditions of the local summer the F2-layer height is greater
than the height in the northern hemisphere.

Thus, we can say that the phenomenon of seasonal anomaly (excess of the
winter values of electron density of the F2 layer over the summer ones) is observed
only in the northern hemisphere at mid-latitudes. Under other conditions there are
exceeded the summer values of electron density and height of the F2-layer over the
winter ones. Some equatorial regions can be an exception.

The daily variations of electron density and height of maximum F2 over
a point of a location of Kharkov Incoherent Scatter Radar. Fig. 10 shows the
daily variations of the electron density and height of F2-layer in June and
December at Fjy;=72. If at night the summer values of electron density exceeds the
winter values than approximately from 10 to 16 of local time there is observed an
anomalous excess of winter values of electron density on the summer ones. At
night seasonal anomaly is not observed.
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6.16

4.28

Fig. 4 — The December lg #, ,,,,F2 distribution of southern hemisphere in the
conditions of local summer (UT=12). The minimum value of Ig n, ,,,,F2 equals 4.69,
maximum — 6.09.

6.16

4.28

Fig. 5 — The June lg n, ,,,,F2 distribution of southern hemisphere in the conditions of
local winter (UT=12). The minimum value of g n, ,,,.F2 equals 4.41, maximum — 6.03.
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LT=02

180

- 185.52
90

Fig. 6 — The December 4,,,,F2 distribution of northern hemisphere (UT=12).
The minimum value of 4,,,,F2 equals 207.11 km, maximum — 381.04 km.

()

270
381.04

LT=02

180

185.52

90"

Fig. 7 — The June 4,,,F2 distribution of northern hemisphere (UT=12). The minimum
value of 4,,,,F2 equals 228.55 km, maximum — 360.84 km.
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381.04

185.52

Fig. 8 — The December 4,,,,F2 distribution of southern hemisphere in the conditions of
local summer (UT=12). The minimum value of #,,,,F2 equals 231.96 km, maximum —
378.41 km.

90"
381.04
LT=14
0° 180°
LT=02
. 185.52
270

Fig. 9 — The June 4,,,F2 distribution of southern hemisphere in the conditions of local
winter (UT=12). The minimum value of 4,,,.F2 equals 185.52 km, maximum — 327.13 km.
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Fig. 10 — The daily variations of the electron density in the F2-layer maximum and
maximum height above the point of a location of the Kharkov Incoherent Scatter Radar
at I 10_7:72.

In the middle of June the sunrise time is about 4.6 LT, the sunset time —
20.8 LT. The sun doesn’t disappear behind horizon approximately over 275 km. In
the middle of December the Sun rises at LT=7.9 and sets at LT~16.0.

For winter the daily course is characterized by: 1) the considerable (to an
order of values) variations of n, ,,,,F2; 2) the pronounced pre-sunrise minimum, the
fast growth in the morning; 3) a maximum in a daily course about 12 LT; 4) the
decline in the afternoon.

The fast growth of the electron density in winter in the morning after a
minimum is accompanied by the further lowering of height of the layer maximum.
The time interval of the least heights coincides with the time interval of the
maximum values of electron density. After this the layer F2 begins to rise. The
greatest height of the layer is observed around midnight.

An interesting feature of the behavior of the winter ionosphere at middle
latitudes is a night increase of electron density.

The summer type of daily variations is characterized by: 1) the inconsiderable
daily variations (the diurnal values approximately twice more the night ones); 2)
poorly expressed minimum at pre-sunrise time; 3) the presence of two maxima in a
daily 7, ,,,F2 course (day maximum — about 11 LT and evening one — about
21 LT; 4) the after-sunset decreasing of electron density until sunrise.

Fig. 11 shows the daily variations at higher solar activity (Covington index
F197=100). The seasonal anomaly is manifested already in a larger time interval —
from 9 to 17 local time and not from 10 to 16, as in the previous case.
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It should be noted a common pattern of change of electron density and height
of the F2-layer maximum: an increase of electron density is almost always
connected with a decrease of height of the layer and vice versa.

As it has been noted, the effect of seasonal anomaly of electron density is
more expressed at higher solar activity (SA). This is due to the fact that although
both in winter and summer at an increase of solar activity there are observed an
increase of height of the layer and electron density during the whole day (figure 12,
13), the increase of electron density is more considerable during the winter daytime
in comparison with summer increase.

The changes in solar activity does not affect the nature of the daily variations.
A number of maxima and minima of the daily course remains invariable at SA
changing. The moments of extrema of daily course of #n, ,,,,F2 and 4,,,,F2 do not
change with SA increasing.

Against the comparison of the daily courses in June and December it is
represented interesting to compare the daily variations of electron density and
height of F2-layer in March and September.

In the middle of March the sunrise time is about 6.3 LT, the sunset time —
18.0 LT. In the middle of September the Sun rises at LT=5.6 and sets at LT~18.2.

Although the March daytime values of electron density exceed September
ones a little, the daily courses of electron density are generally similar. Also the
daily courses of height of F2-layer are close. Thus, the spring and autumn
variations of electron density and height of F2 maximum are approximately
identical.

lgnemmF2§ L —TDecember
[MemasF2]=cm’ ] i
50 AN
is Floj‘:]O(l)
RmaxF2, km
LT [
300 3 —
Une
\_/-
Decembe;
200
0 4 8 12 16 20 LT, hrs

Fig. 11 — The daily variations of the electron density in the F2-layer maximum and
maximum height above the point of a location of the Kharkov Incoherent Scatter Radar
at F10_7:100.
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Fig. 12 — Increase of electron density of F2-layer at increasing of solar activity
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Fig. 13 — Increase of height of layer F2 at increase of solar activity

The daily variations of electron density and height of F2-layer maximum
at mid-latitudes of the southern hemisphere. In the southern hemisphere the
phenomenon of seasonal anomaly is absent: there is the excess of the local summer
values of electron density over the electron density values in conditions of local
winter practically at all latitudes and longitudes. This can be illustrated with fig.15
for 49.7° latitude south of the equator unlike northern latitude 49.7° of Kharkov
Incoherent Scatter Radar used in the previous calculations. A comparison of the
winter and summer variations do not carry in the southern hemisphere
“anomalous” character. The values of electron density in the conditions of local
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summer is greater than the values of local winter. And the heights of F2-layer in
local summer are greater the heights in local winter.

In selected point of the southern hemisphere in the middle of June of local
winter the sunrise time is about 8.6 LT, the sunset time — 16.7 LT. In the middle of
December of local summer the Sun rises at LT=3.8 and sets at LT=20.0. In
December the Sun doesn’t disappear behind horizon approximately over 275 km.
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Fig. 14 — The spring and autumn variations of electron density and height of the F2-
layer maximum
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Fig. 15 — The daily variations #, ,,,F2 and 4,,,,F2 in June and December in the
southern hemisphere

The main feature of the variations of height #,,,F2 at mid-latitudes of the
southern hemisphere is relatively small change of values during the day.
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Development of ionospheric models by dates receiving by the incoherent
scatter method in Institute of Ionosphere of NAS and MES of Ukraine. The
creation of empirical model CCIR became possible due to the statistically provided
data of a world network of vertical sounding stations. Though the incoherent
scatter data are the most informative ones in a wide altitude range, but they have
the regional limitations. In Institute of ionosphere in the eightieth years there was
developed an empirical model of the daily courses of the altitude profiles of
electron density, ion and electron temperature by the incoherent scatter date,
presented in tabular form for the different seasons and levels of solar and
geomagnetic  activity  (E. L. Grigorenko, S. V. Grinchenko, etal). Now
M. V. Lyashenko develops CERIM IION Model (Central Europe Regional
Ionospheric Model) which allows to calculate seasonal and daily courses of
electron density, ion and electron temperatures of ions, vertical velocity of the
plasma transport, as well as some parameters of dynamic and thermal processes in
ionospheric plasma.

Conclusions. The results of CCIR model calculations confirm axial
asymmetry of ionosphere. The CCIR model calculations clearly demonstrate the
phenomena of seasonal and geographical anomalies. The daily courses of the
parameters of F2-layer maximum (%4,,F2 and n,,.,F2) have characteristic
anomalies too. In winter the daily course . ,,,,F2 has well expressed the Chapman
form with one midday maximum; in summer the daily course n, . F2 has two
maxima (day and evening), and the summer amplitude of a daily course is less than
winter one. At northern mid-latitudes the winter excess of electron density 7, ,,,.F2
of quit ionosphere is observed approximately in the range of 9-17 LT. In the rest
time of the day winter values n, ,,,,F2 are less summer ones.

At increase of solar activity there is observed the increasing of #,,,F2 and
NemaxF2 during all time of days. The increase of n, ,,F2 at increasing of solar
activity is especially appreciable in winter daytime. Therefore, the effect of
seasonal anomaly is more expressed at higher solar activity.

The spring and autumn values of electron density and height of F2 maximum
are about the same.
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ITocTpoeHB! IUIAaHETAPHBIE PACIPENCICHHS AICKTPOHHON KOHIEHTPALMU HepmeF2 W BBICOTBL /0 F2
[JIABHOTO MakcuMyma HoHoc(hepsl. IIpoaHann3upoBaHbl OCHOBHBIC 3aKOHOMEPHOCTH JOJTOTHO-
LMIMPOTHBIX BapHalMii 3TUX MapaMeTPOB B CEBEPHOM M IOKHOM mnojymapusx. OCHOBHOE BHUMaHHE
yaeneHo 3G ¢ekry ce3oHHoN anoMannu. [lokazaHo, uTo cornacHo pacuéram o monenn CCIR ce3onHas
aHOMaJusl MpPOSBIAETCS Ha wmmpoTax oT 15° mo 60° c.m. mpumepHo ¢ 9 n0 12 4acoB MeCTHOro
BpEeMeHH. B F0)KHOM TOJTyIIapuu Ce30HHAS aHOMAJIHsL He HaOJIF01aeTCsL.

Kawuesbie cioBa: moxens CCIR, IRI, momens NeQuick, mianerapHOoe pacrpeseneHie
HOHOC(EPHBIX TapaMeTpoB, reorpaduueckas aHOMaus, CE30HHAsI aHOMAaJIHsl, JIeKaOpbCKasi aHOMaJIHs,
nonyrogoBast anomaiust, Visual Fortran.

ITobynoBaHO MuIaHETapHi PO3MOILIN EIEKTPOHHOI KOHIEHTPALIl #emeF2 1 BUCOTH A0 F2 TOMOBHOTO
MakcumyMmy ioHochepu. [IpoaHaizoBaHO OCHOBHI 3aKOHOMIPHOCTI JOBIOTHO-IIMPOTHUX Bapiallii 1ux
napaMeTpiB B MiBHIYHIH i miBaeHHiH miBKymsix. OCHOBHA yBara mpujiieHa e)ekTy Ce30HHOI aHOMaJIii.
Iokazano, mo 3rigHo 3 po3paxyHkamu 3a Mmojemwiro CCIR ce3oHHa aHOMAallis HPOSBISETHCS Ha
mmpotax Bix 15° mo 60° mH. m. npu6mu3Ho 3 9 1o 12 roxuHu MicmeBoro 4acy. Y MiBAEHHIH MiBKy:i
CE30HHA aHOMAJIisl He CIIOCTEePIracThesl.

Kumouosi ciosa: monens CCIR, IRI, momens NeQuick, mianerapHuii posnonin ioHochepHUX
napameTpiB, reorpadiuHa aHOMaJisl, CE30HHa aHOMaJIisl, IPy/IHeBa aHOMaJlisi, MiBpiuHa aHoMaJis1, Visual
Fortran.
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TRAVELLING IONOSPHERIC DISTURBANCES OVER
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We have detected the travelling ionospheric disturbances (TIDs) over Kharkiv with periods of 40 —
80 min occurring in the time range between 09:00 and 10:30 UT on November 22 and between 10:00
and 12:00 UT on November 23, 2012 during and after the operation of the EISCAT heater facility.
The duration of these disturbances were less than 120 — 180 min. The relative amplitudes of the TIDs
in electron density ranged from 0.05 to 0.15 and those in electron and ion temperatures were about
0.02 — 0.05. Assuming that these TIDs have been generated in the heated region, we described the
possible mechanisms of their generation.

Key words: travelling ionospheric disturbances, powerful HF radio waves, incoherent scatter
radar, heater facility.

Introduction. The ionospheric modification by high power HF radio waves
is a kind of the active experiment conducted regularly after putting in use the
ionospheric heating facilities in USA, Norway and Russia (former USSR).
Powerful radio waves result in significant perturbations involving an increase in
electron temperature, a change in electron density, low-frequency radiation of
ionospheric current systems, generation of ionospheric irregularities with a wide
range of scales, pump-induced artificial optical emissions, etc., in the irradiated
ionospheric region [1, 3]. Some recent results of such experimental studies have
been published in the papers [4, 5].

Large scale disturbances during heating experiments have been detected at
the distances of the order of 1000 km, along with local ones. They appear in the
F-region as traveling ionospheric disturbances (TIDs) related to generation and
propagation of acoustic-gravity waves (AGWs) in the upper atmosphere. Such
disturbances were determined to be strongly depending on space weather
conditions, the time of day, season of the year, the mode of the heating facility
operation, etc (see, e.g., [6]). Furthemore, since the parameters of these artificial
disturbances appear to be close to the parameters of natural perturbations
originating constantly in the ionosphere, it is often difficult to separate these two
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types of events. Nevertheless, the efforts to detect the disturbances occurring far
from the heated plasma volume have been continuing [7 — 9]. Domnin et al. [7]
found wave disturbances in the ionosphere over Kharkiv, Ukraine during the
operation of “Sura” facility. Kunitsyn et al. [8] reported about wavelike
disturbances coming out from the ionospheric region over the “Sura” heater.
Mishin et al. [9] observed AGWs induced by HAARP HF heating. Pradipta and
Lee [10] presented the results indicating the origin of AGWs from the edge of
the HAARP facility heated region.

The purpose of this paper is to present and analyze the TIDs in the
ionospheric F region measured by the Kharkiv incoherent scatter radar during the
operation of the EISCAT heating facility.

Instrumentation and data sets. In 2012 a coordinated experimental
campaign was conducted. The facilities employed included the EISCAT Heater,
Dynasonde and incoherent scatter (IS) radar, located near Tromse, Norway as
well as IS radar and ionosonde, located near Kharkiv, Ukraine. The experiments
were done at the morning hours on November 22 — 24,

The ionospheric heater transmitted pump waves with O-mode polarization
having a frequency from 4.04 to 7.10 MHz. On November 22, 2012, it was
operated during 05:33 — 09:00 UT period in 15-min cycles (9 min on, 6 min off),
after which the pump modulation of 15 min on, 15 min off was alternated with
+2 min square wave modulation during 15-min period, 15 min off. On
November 23, 2012, the heater operation with 15-min cycles was from 05:03
until 09:00 UT followed by such pump modulation as in previous day. On
November 24, 2012, the HF pump cycles were different. A sporadic-E layer
appeared during the observations, so this experiment was exluded from the
study. The effective radiated power increased from 140 to 850 MW being
dependent on pump frequency and antenna array. The antenna beam was directed
to the magnetic zenith which is 12° south of zenith.

The diagnostics of ionospheric plasma was performed by the Kharkiv IS
radar being at the distance of about 2400 km. The time variations in incoherent
scatter power, electron density and electron and ion temperatures being observed
at different altitudes have been analyzed.

Results. Figure 1 presents temporal variations of pump frequency as well as
F2-region critical frequency f,F2 over EISCAT heater site. As seen in this figure,
the heating was in underdense conditions from the experiment start to about
08:00 UT both on November 22 and November 23, followed by overdense
conditions. After about 08:00 UT, the pump frequency increased stepwise to be
slightly less than f,F2 (see Figure 1). The F2-region critical frequency over
Kharkiv during these experiments was greater and fell within the range of 5.0 to
10.6 MHz and 5.4 to 10.0 MHz on November 22 and 23, respectively.
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The temporal variations of the main ionospheric parameters over Kharkiv
obtained from the IS radar data are indicated in Figures 2 and 3. These data
covering the height range of 200 — 325 km have been filtered to detect the
oscillations initiated by AGWs. The analysis shows that the fluctuations with the
largest relative amplitudes were in the range of 40 — 80 min.
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Fig. 1 — Pump frequency (solid line) and F2-region critical frequency measured by the
Dynasonde (dashed line) during the EISCAT heating experiments conducted on:
a — November 22; b — November 23, 2012

The main criterion for TIDs selection was the occurrence of fluctuations with
close dominant periods in the electron density, the electron temperature and the
ion temperature simultaneously during almost the same time interval. Moreover,
these fluctuations must cover a height range more than 50 km.

The strong variations in all ionospheric parameters being analysed occured
between 04:00 — 07:00 UT and again 12:00 — 17:00 UT on November 22, 2012.
Their relative amplitude values reached 0.05 — 0.2 for different parameters
depending on the height (see Figure 2). On November 23, 2012, such
fluctuations with similar relative amplitudes were observed during 04:30 — 07:30
UT and 14:00 — 17:00 time intervals (see Figure 3). These TIDs arose before the
start or after the end of heating experiments. They are likely to be caused by the
passage of solar terminators over Kharkiv IS radar site.

A pronounced TID was observed during the time interval from about 09:00
to 10:30 UT on November 22, 2012. As illustrated in Figure 2, the fluctuations
with the dominant period of about 60 min were primarily observed at heights of
200 — 290 km. The values of the relative amplitude ranged from 0.05 to 0.15 for
the electron density and 0.02 — 0.05 for the electron and ion temperatures. The
duration of oscillations was usually about 2 periods. The TID was also detected
during the heating experiment conducted on November 23, 2012. Its parameters

ISSN 2078-9998. Bicuux HTY “XIII”. 2014. Ne 47 (1089)

94



were similar to that described above, but the time interval with oscillations was
from about 10:00 to 12:00 UT (see Figure 3).
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Fig. 2 — Relative fluctuations of a — electron density, b — electron temperature and ¢ —ion
temperature filtered in 40 — 80 min band, at different altitudes on November 22, 2012.
The shadow strips indicate heater-on times. The solid lines mark the times of sunrise and
sunset terminator moving in the atmosphere above the Kharkiv incoherent scatter radar
location.

Discussion. As is well known (see, e. g., [9]), the strong effects of high
power HF radio wave on the F2 region are produced when the pump frequency is
equal to the upper hybrid resonance (UHR) frequency near the F2-peak. This
became possible only after a change in the heating conditions from underdense
to overdense, i.e after about 08:00 UT. Thus, if the TID observed after 09:00 UT
on November 22 and after 10:00 UT on November 23, 2012 originated in the
heated ionospheric region, their apparent horizontal velocity are not less than
330 — 660 m/s taking into account a transit time of 1 — 2 hours and the distance
of about 2400 km. Such apparent horizontal velocities are associated with
AGWs. However, since the exact time of wave disturbance onset is unknown, we
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can not exclude the propagation of waves of another type, e.g.
magnetohydrodynamic in nature.
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Fig. 3 — Same as Fig. 2 but for relative fluctuations on November 23,2012

Possible mechanisms for AGW generation in the heated region have been
proposed in [7, 8, 10]. The authors of [8] indicated the heater-induced wave
disturbances to be generated at the edge of the heated region by sharp thermal
gradients. Mishin et al. [7] and Chernogor [10] concluded that such disturbances
can be produced by periodic heating of neutral gases. Moreover, other
mechanisms may involve the modulation of ionospheric currents in the dynamo
region, UHR region and in the ionospheric F-region by the propagating radio
wave [10]. The detailed estimations made by Chernogor [10] showed the most
effective mechanism of TIDs generation during the ionospheric heating is
modulation of the effective electron collision frequency in the UHR region.

The main problem we met is that we have no possibility to obtain the arrival
direction of TIDs. Therefore, based only on the results of these measurements we
can not assert that the observed TIDs arrived from the heated region. However,
even in the case of finding the arrival detection, the origin of the observed TIDs
is not obvious. The AGWs producing the TIDs are known to be omnipresent in
the atmosphere due to a large number of their natural and man-made sources. In
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particular, the detected TIDs could be generated in the polar region, although the
experiments have been conducted during magnetically very quiet conditions
when the planetary 4p and Kp indexes not exceed 7 and 1, respectively. Thus,
long-term, regular measurements are needed to detect and identify high-power
radio wave-induced TIDs as well as estimate their parameters during different
space weather conditions.

Conclusions. TIDs in electron density, electron and ion temperatures have
been detected in the ionospheric F2-region with Kharkiv IS radar during the
operation of the EISCAT heating facility. An increase in relative amplitudes of
wave disturbances with periods of 40 — 80 min in the height range from 200 to
290 km has been observed. Such disturbances are likely caused by AGW
propagation generated by periodic HF modification of the ionosphere, although
they can be generated by many other natural or man-made origins of AGWs and
TIDs. The possible mechanisms for AGW generation in the modified region are
the modulation of ionospheric currents in the UHR region or in the dynamo
region by high power radio waves, the periodic heating of neutral gas and sharp
thermal gradients at the edge of the heated region.
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O6HapyxeHsl epeMelnaomuecs HoHochepusle Bozmynienns ([1MB) nax XapbskoBoM ¢ eprogaMu
40 — 80 mun, umesiine mecto B Tedenue 09:00 — 10:30 UT 22 nos6ps u ¢ 10:00 go 12:00 UT
23 Hos10pst 2012 r. B mepron U nocie padborel HarpeHoro crenaa EISCAT. TIpopo/mKUTENbHOCTh
9THX BO3MYyIIeHHH He npesbimana 120 — 180 mun. OTHOCcHTeNnbHBIEe aMIIUTY 16! [ITVIB KoHIIeH Tpan
ekTpoHoB coctaBisu 0.05 — 0.15, a IIMB TemnepaTyp 3J1€KTPOHOB M MOHOB paBHsumch 0.02 —
0.05. B mpenmonoxxenun, uro 3ti IIVIB OblIM creHepupoBaHbl B HAarpeToidl 00JACTH, OMHCAHBI
BO3MOXHBIE MEXaHU3MBI X FEHEpaLuu.

KiioueBble ci10Ba: mepeMeniaronmecs HOHOCHEpHbIe BO3MYIIEHUS, MOIIHBIE PaJHOBOJHEL,
paziap HEKOrepEeHTHOI0 PacCEsIHUS, HArPEBHbIN CTEH].

BusiBieno pyxomi ioHocepni 30ypenns (PI3) max Xapkosom 3 nepiogamu 40 — 80 xB, mo Mamm
micue Brpoxosxk 09:00 — 10:30 UT 22 mucronana ta 3 10:00 go 12:00 UT 23 micronana 2012 p. B
nepiox i micist pobotn HarpiBHoro crenna EISCAT. TpuBamicts IuX 30ypeHb He IEpEBHILyBala
120 — 180 xB. BignocHi ammmitynu PI3 koHmentpaumii enektpoHiB cxiagamu 0.05 — 0.15, a PI3
TEMIIEpaTyp eNeKTPOHiB Ta ioHIB JopiBHroBamn 0.02 — 0.05. 3a mpunymeHss, mo i PI3 Oymnm
3reHeppoBaHi B HATPITii 00J1aCTi, ONMMCAaHO MOMUIMBI MEXaHI3MH iX reHepariii.

KuiouoBi c1oBa: pyxomi ioHocdepHi 30ypeHHs, OTYKHI paJiOXBHII, paJap HEKOrepeHTHOr 0
PO3CisIHHSI, HATPIBHUIT CTEH]I.
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SIMULATION OF IONOSPHERIC PLASMA VELOCITY ALONG
THE GEOMAGNETIC FIELD LINES DUE TO THE HORIZONTAL
NEUTRAL WINDS

With use of horizontal neutral winds model HWM93 there are calculated the elements of a global
picture of thermosphere circulation, the changes of value and direction of thermosphere wind over
Kharkiv. The calculations of constituent part of vertical component of ionospheric plasma velocity
caused by horizontal neutral winds were made.

Keywords: horizontal wind model HWM93, dynamics of an ionosphere, ionospheric plasma
velocity.

Statement of the problem. Motion of the ionospheric plasma is determined
by the processes of diffusion, dragging by neutral wind and electromagnetic drift.
The dragging by neutral wind characterizes the global processes in the ionosphere
and, in some cases, may be the determining factor. Now the empirical model of
horizontal neutral winds HWMO93 [1] is successfully used. In general, it presents
satisfactorily a global picture of the atmospheric circulation. However HWM93 as
any empirical model, requires constant addition of observational data obtained in
different regions. One of such informative tools of observation is incoherent scatter
radar of the Institute of ionosphere. It gives possibility to determine the overall
velocity of the plasma in the vertical direction. From these data, at the further
processing, the component determined by neutral winds can be calculated [2].
Therefore it is necessary to know kind of data, given with the model, as these data
are determined by time and solar activity. Subsequently, these data will be
compared with the results of observations and used for model development.

The work purpose. Using the model HWM93 to calculate and interpret the
dynamic processes in the upper atmosphere, caused by neutral winds at
thermospheric altitudes.

Dynamic processes modeling. Dynamics of the upper atmosphere is one of
the most important problems of geospace. This applies both to dynamics of neutral
components and dynamics of an ionosphere. The dynamics of the neutral
components is determined mainly by the tidal forces caused by heating of the
upper atmosphere by solar radiation and, in a minor part, lunar tides. These
movements are often decisive in the dynamic processes of the ionosphere and play
the important role in formation of global distribution of electron density.
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Fig. 1-2 shows the global distribution of neutral velocity vectors for winter
and summer solstices, vernal and autumnal equinoxes at low solar activity. The
calculations are executed on model HWM93 [3 — 5] of horizontal winds of neutral
components. For the calculations there were taken magnetically quiet conditions
(4,=2); the level of solar activity (SA) was characterized by index F,,=100. The
calculations of neutral winds were carried out for altitude of 300 km.

The graphs show that there is a significant difference between the summer
and winter periods. It is noteworthy that in the local summer almost round the
clock thermospheric wind is directed toward equator, changing in value and
direction. In local winter one can see a clear change of direction during the day: in
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the afternoon — in a direction of a corresponding pole, at night — through the pole in
the opposite direction.

As to the equinox periods, the same tendency of change of a wind vector
direction is shown, as well as in local winter time. It can be seen that both in
direction and value of velocity, the equinox periods are very similar.

Now we will show the variations of thermospheric wind direction over

Kharkiv (see Fig. 3-4).
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Fig. 2 — Distributions of the horizontal neutral winds in northern and southern
hemispheres at altitude of 300 km in days of vernal and autumnal equinoxes. Character of
the distributions of velocity vectors is almost the same
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Fig. 3 — Variation of value and direction of horizontal wind over Kharkiv in winter
and in summer during the day. In summer at low solar activity in magnetically quiet
conditions during all time a northern wind component is absent
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Fig. 4 — Variation of value and direction of horizontal wind over Kharkiv at vernal and
autumnal equinoxes during the day

Finally, to connect the given model calculations with studies of the
ionosphere by incoherent scatter method, we calculated the vertical component of
the velocity of the ionospheric plasma dragged by thermospheric wind. The fact is
that due to the magnetization of ionospheric plasma horizontal wind forces the
plasma to move along the geomagnetic field lines. In turn, this movement has a
vertical projection, which can later be compared with the ionospheric observations
data. The results of calculations are shown in Fig. 5-6.
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Fig. 5 — The vertical component of the drag plasma velocity in the summer and winter time
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It is seen that in summer at low SA thermospheric wind during the whole day
gives a contribution to upward component of overall plasma velocity. In winter
during the daytime there is a significant downward movement.
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Fig. 6 — The vertical component of the plasma drag velocity in the vernal and autumnal
equinoxes

Equinox periods occupy an intermediate position and are almost identical in
nature.

Conclusions. There are analyzed the details of a global picture of
thermosphere circulation for Kharkiv region during various seasons. There is
executed the simulation of constituent part of vertical component of ionospheric
plasma velocity caused by horizontal neutral winds. To confirm or to correct the
presented model calculations will be possible by processing of ionospheric plasma
velocity observations obtained by incoherent scatter method.
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C Hcronb30BaHWEM MOJENH TOPU30HTAIBHBIX HeWTpanbHBIX BeTpoB HWMO93 paccunTaHbl 371€MEHTHI
rJI00aNbHOM KapTHHBI TepMOCHEPHON LUPKYISIUKM, W3MEHEHHS BEIMYMHBI ¥  HAlpaBJICHHS
TepMocdepHoro Berpa Haa XapbkoBoM. IIpoBemeHb pacu€Thl KOMIIOHEHTBHI BEPTHKAIBHOM
COCTaBJISIIOIICH CKOPOCTH [BIIKCHHS HOHOC(EPHOH TI1a3Mbl, OOYCIOBJICHHON TOpPU30HTAJIbHBIMU
HEHTpaIbHBIMH BETPaMHU.

KnarueBble c10Ba: MOJENb TOPU3OHTAJbHBIX HeHTpanbHbIX BeTpoB HWM93, nunamuka
HOHOC(hEpPBI, CKOPOCTh JABUKEHUS HOHOC(HEPHOIA TIIIa3MBIL.

3 BHKOPHCTAaHHSM MOJEN TOPH30HTANBHHUX HeifTpasbHuX BitpiB HWMO93 pospaxoBani enemMeHTH
rino0anbHOl KapTHHH TepMOoc(hepHOi IUPKYINii, 3MIHH BEIMYUHH 1 HANpsMy TepMOC(EpHOro BiTpy
Hajy XapkoBoM. IIpoBenmeHO pO3paxyHKH KOMIIOHEHTH BEPTHKAIBHOI CKIAJOBOI HIBUIKOCTI PYXY
ioHOC(hEepHOI M1a3Mu, 3yMOBIICHOI TOPH30HTAIBHUMU HEHTPAILHUMH BITPAMH.

Kuio4oBi ciioBa: Mozens TOpU30HTANBHEX HelTpanpHuX BiTpiB HWMO93, nunamika ioHocdepu,
MIBUJKICTE PyXy i0HOC(EpHOT IIa3MH.
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